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Preface to the teaching dats set

Statistics and quantitative methods courses can be made more attractive to
students by illusirating analytic methods with examples derived from the
contemporary real world and involving students in computer analysis of
these data. Although there are nmumerous data seis which might be
appropriate for such purposes, the lecturer giving the course would need
to spend quite a lot of time selecting the “right“ examples and

{ransforming the data set into a good teaching data set.

This teaching dats set has been developed for introductory statistics
courses for saociologists, psychologists, teachers, economists and other
social scientists The set is based on experiences and characteristics
of the National Child Development Study cohort of children growing up in

Britain between 1958 and 1981.

The teaching set comprises a data tape and documentation; a booklet

providing a general description of NCDS; and this book

The data set covers 2000 people selected at random from the 12,537
respondents to the survey of the NCDS cohort in 1981, and information on
some 32 characteristics obtained in the course of the study. The data
include information concerning sex, social class, school attainments,
physical measurementa etc A complete list can be found in Appendix A

The data are available as an SPSS-X save file



Preface to the book

The book covers various statistical topics usually presented in
introductory statistics courses The topics are descriptive statistics,
elements of probability and statistical inference, frequency tables,
t-iest, regression, analysis of variance and elements of multivariate

analysis,

Each statistical topic encompasses a theoretical presentation followed by
a rumber of examples. Each exampie includes & suitable SPSS-X Program.
This structure should enable students to become familiar with statistical

jideas and the methods and uses of SPSS-X

The mathematical presentation throughout the book is kept to as simple a
level as possible. The book concentrates on explaining basic concepts
using rea! world exampies and on performing statistical procedures using
modern software. Mathematical proofs and computational details do not

figure prominently.

Two appendices are included Appendix A. contains information concerning
the variables included in the data set; Appendix B. contains some
statistical tabies. The beook begins with a description of the National

Child Development Study.

A number of persons have helped me in the preparation of this book I
would like to thank John Fox and Xen Fogelman for their constructive
comments and Peter Shepherd for his help with the data. I am also

grateful to Sharon Clarke who skillfully typed the manuscript.



The idea for this book originated from discussions held between the NCDS

User Support Group and a number of lecturers interested in the project.

I am indebted to the Cambridge University Press for their permission to
print extracts from the New Cambridge Elementary Statistical Tebles by

b.v Lindley and W.F. Scott (Appendix B, Tables B.2 B.3 and B4). -~

ORLY MANOR
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CHAPTER 1
THE NATIONAL CHILD DEVELOPMENT STUDY

1.1 GENERAL
NCDS is a national longitudinal study of all the people in Great Britain

who were bomn in the week 3-9 March, 1958

It has iis origins in the 1958 Perinatal Mortality Survey, carried out by
the National Birthday Trust Fund in order to study factors associated with
stilibirth, early death and congenital handicapping conditions. With the
tirst follow-up, carried out by the National Children’'s Buremu in 1965,

the focus of the study broadened to encompass social, educational and

physical development more generally

Subsequent follow-ups of the entire cohort, also by the National

Children’s Bureau, took place at the ages of eleven, sixteen and
twenty-three. In addition details of public examination results were
obtained from schoois in 1978, and there have been a number of studies of
special groups from within the cohort, such as the adopted, the

hendicapped, the gifted and the socially disadvantsged.



1.2 MAIN STAGES OF THE STUDY

Methods of data collection for the main stages are summarised below:

At birth (1958)

At seven (1965)

At eleven (1969)

At sixteen (1974)

At twenty-three (1981)

Questionnaires completed by midwives from
interviews with the mother and medical

records.

Parents interviewed by health visitors.
Questiornaires compieted by schools

Medicai examinations by local authoriiy medical
officer.

Educational tests completed by the cohort

members,

As at seven, with the addition of a short
personal questionnaire completed by the cohort

members.

As at seven and

leven, but with a muc

substantial personal questionnaire.

Personal interview of cohort members, carried
out by professional research interviewers.
Census-based data describing the area in which
the cohort member was living in 1974 and In

1081 wara
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It would not be appropriste to attempt here either to describe the several

thousand items of information which are now held on each cohort member or
to summarise the several hundred publications which have so far arisen from
the study. Further information can be found in, for example, Davie et al

(1972), Fogeiman (1983), NCDS4 Research Team (1987) and Shepherd (1988).

The date from all the above stages have been deposited with the ESRC Data
Archive, and some 50 projects based on them are taking place in this country
and overseas. There is a NCDS User Support Croup at Cily University which,
in addition to encouraging and facilitating use of the existing daia, is
plamning the next stage of the study which it is hoped will take place when

the cohort members are in their early thirties.

1.3 RESPONSE

A major feature of the siudy hes been iis success in maintaining the
goodwill and co-operation of the cohort members and others on whose
participation the study has depended. Of some 16,500 survivors since the
Perinatal Study over 907 were traced and participated in the seven and
eleven-year stages. The comparsble figure at sixteen was 87X, and the
12,537 people Inierviewed at twenty-three represented 787 of the target

figure,

General analyses of response have demonstrated only small biases, with a
slight under-representation in later stages of some disadvantaged groups.
Re-calculation of earlier analyses omitting later non-respondents show that

underlying relationships do not appear to be affected by response patterns.



Although attempts were made during the school years to include those people
who were bom in the same week but who had entered the country since birth,
the one severe bias within the study is an under-representation of ethnic

minority groups.

1.4 THE NCDS TEACHING DATA SET

The NCDS teaching data set provides data for 2000 individuals who have been
selected as a rendom sample of the 12,537 respondents to the NCDS survey
carried out in 1981. In addition to information taken from this survey,
data from the earlier surveys carried out at birth, age 7, age 11, age 16
and age 20 have been included The information included in this data set
comprises only a small fraction of the vast amount of information available
for each member of the NCDS Cohort. A Tull list of the variables included

in the teaching dats set is given in Appendix A



CHAPTER Ii
THE DATA SET

2.i INTRODUCT

Information collected in an empirical study is called “data®. Datas

usually include a series of measurements on various observed phenomena.

We use the word measurement to represent the operation of assigning numbers
to subjects, events or characteristics. Each phenomenon being measured is
called a variable, and the basic unit for which measurements are taken is
called a case. The collection of all the information gathered, i.e all

the variasbles for all the cases, is called the data set. In our example

we have a total of 2000 cases taken from NCDS snd for each case 32

is Or variapies. The names oi ihe variabies are presenied in
the variable list (see Appendix A) Our data set therefore inciudes

information on 32 variables taken for 2000 individuals.

2.2 DEFINING THE DATA SET

2.2.1 General

Qur data set i{s held on a computier file. We need to define the way it is
stored on the file so that others can read it. To do this we need to
specify a number of characteristics of the file such as where variables are

atnrad An tha fila and My what tha
it e e Yl - » AR 241w il - - N

ars rallad snd what tha
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The dais definitions we consider here are thoae suitable for SPSS-X, a

software package commonly used by social scientists.



£:2.2 The format

The format of the file describes the structure and position of the
variables and the numbers of lines per case. The data usually include an
additiona! varisble called the ID number (or case ID) which is used as an

identifier

The NCDS data set comprises 3 records {lines of information) per case.
There are 3 lines with eleven variables on each line. Each variable
occupies seven columns where the last two of the seven digits come after
the decimal point. All the veriables are numenic - that is they contain
only numbers. This data set is described by the format statement:

(3(L1F7.2/)).

As an example we can consider the data recorded for the first case:

100 100 300 365700 100 6300 6700 400 2400 1800 800

14500 4310 1400 1800 100 400 100 2200 -58 1800 9826

400 100 17780 19600 800 4000 6976 10626 300 0 9900
The first variable is the ID rmumber. It occupies the first seven columns

{spaces) where the last two digits come after the decimal point, therefore
its value is 1.00. The second veriable is SEX and it occupies the next

seven columns, where again the last two digits come after the decimal



point The value of SEX is therefore 1 00. The third variable NATIONO
has the value 300 and the fourth one BIRTHWT has the value 3657.00,

There are mltogether 33 varisbles including the ID number

2.3 Variable label d variable value

The names and the values variables can take are called variable names and
variable values. Sometimes information for a& particuler variable is not
available for a case, and when this is the situation a special code is
used to indicate that the value is missing for this variable Sometimes
we wish to inciude on printed output more detailed names of the variables
and their vaiues Those deiailed names are caiied variable labeis and
value iabels. Consider, for example, the NCDS data. The names of the
varjables in the NCDS Daia Set are given in the varisble list, and the
variable wvalues including missing values are given in the detailed

variable list. Both lists can be found in Appendix A. For example the
first variable has the name SEX, it's possible values are 1 (when male} 2
(when femaie) and -1 (when the value i{s missing). The label attached to
this vanable 1s sex of child and i1ts possible values 1| and 2 wili get the

labels male and female

2,2.4. SPSS-X system file

The format, the variable nammes, the missing wvalues, the variable labels
and value |abels define the data file We only need to define the data
fila once. All the information can be aaved and stored along with the
data on an SPSS-X system file One can gain access to the system file

for different SPSS-X jobs without re-defining the daia file



The NCDS data together with the data lile definitions are stored on a file
which have been created as an SPSS-X save file ready for you to use.

Assume that the file name ia NCDS.

2.2.5. Prepare to ran your first job

Once the data file is defined we are in a position to run our first

job. In order to read our SPSS-X system flle (l.e the flle NCDS) the two

following commands are used:

FILE HANDLE NCDS / FILE SPECIFICATION=

GET FILEaNCDS.

Example 2.1
Consider that we wish to display all the data file definitions (l.e the
names of the variables along with thetr values)., The SPSS-X Program is

displayed in job 2.1 Note that each SPSS-X program starts with the

command TITLE and ends with the command FINISH.

SPSS-X PROGRAM ]
TITLE "J0OB 2.1"

FILE HANDLE NCDS

GET FILE=sNCDS

DISPLAY DICTIONARY

FINISH

»specification is specific to each computer and operating system



2,2.6 A note concemning the SPSS-X language

Each exampie in this book includes an SPSS-X program. For each command
which is used throughout this book, an explanation and examples are
provided. This enables the reader tc use the sysiem. We present a brief
descripiion of ihe siruciure of ihe SP55-i commeands. The entire language
and the full range of specifications for the different commands can be

found in the SPSS-X User's Guide upon which this section is based.

Every SPSS-X command begins in the first column of a new line and
continues for as many lines as necessary. Commands can be used for
example, to get the data, to transform the data and to display the data

Procedures are commands that actually read the data and create tables and

plots or produce various statistical analyses of the data. Each command
vegins with a command keyword which is followed by at least one blank

space and then any specification required to complete the command. Many
specifications include subcommands. As for example, in ihe command
DISPLAY DICTIONARY a VARIABLES subcommand which limits the display to

certain variables can be added

DISPLAY DICTIONARY/VARIABLES = SEX, NATIONO

In this example, the display is limited to the first two variables in our

variable list

The first word of every command keyword must be spelled out in full. All

other subsequent keywords that make up the command can be truncated to a



minimum of three characters. For example, the DISPLAY command above can

be written in the following way.

DISPLAY DICTIONARY/VAR = SEX, NATIONO

Subcommands are usually separated from each other by a slash. One can
add spaces or break lines at any point where a single blank space |s
aijowed, for exampie- around siashes, pareniheses or equai signs and

between variable names

2.3 MORE ABOUT THE DATA

in chapters 3-9 the reader will discover how SPSS-X procedures are used to
create tables and plots of the data and to caiculate various statistics
which summarise the data First, we need to intrcduce different types of

measurements

2.3.1 Level of measurements

Measurements can be obtained on one of four acales These are-

{a) Nominal scale- This 15 the simplest scale in which no assumptions
are made about relations between values The values serve only as names

for categories Sex of c¢cmld {SEX) and nation at birth (NATIONO) are

examples 1in NCDS.

{b) Ordinal scale- In this scale it is possible to order all the
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categories. Father's social class at child’s birth (PASCO) and I do not

like school at age 16 (LIKES16) are examples of such scales in NCDS.

(c) Interval scale - An interval scale Is an ordinal scaile in which

the distance between values is meaningful. Two examples in NCDS are the
draw-a-man test score {DRAW?) and reading test score at age 7 (READ7).
(d) Ratio scale - This is the most complicated scale. It is an
interval scale on which it i{s siso possible to locate an absolute zero
point. Examples in NCDS include child’s height at 11 (HT11) and chiid’'s

weight at birth (BIRTHWT).

2.3.2 Types of variables

It is also possible to classify variables into two groups - discrete
variables and continuous variables - according to the range of results
which are possible. Discrete variables can oniy take a countable rmumber
of different values. Continuous variables can take any value within a
range. Highest educational qualification (HIGHQUAL) and number of

children under 21 in the family at age 11 (NKIDS11) are examples of
discrete variables in the NCDS data set. Child’s height at age 11 (HT11)
and net eamings per week at age 23 {NEARNPW) are examples of continuous

variables



- 12 -

CHAPTER 111
DESCRIPTIVE STATISTICS - THE FIRST STEP IN THE ANALYSIS OF THE DATA

3.1. INTRODUCTION

Descriptive siatistics describes the group of methods used to display the
data This should be the preliminary stage in every analysis. The aim
is to point out the most interesting or important features of the data

In the following examples we concentrate on the analysis of single

variables

3.2. TABLES
We should begin by counting the number of times each value occurs The
table containing the frequency with which each value occurs is called the

frequency distribution.

Exampile 3.1

Vanables considered

PASCO father's social! class at child’s birth

The variable PASCO measures the social class of the cohort members’
fathers in 1958 when the c¢ohort members were born The possible values
are 1,2,3,4,5,6 and -1 which refer to the categories Professional (1),
Intermediate (2), Skilled Non-Manual (3), Skilled Manual (4), Semi-Skilled

(5), Unskiiied (6) and missing vaiues (-1). We wish to count the number
of individuals who at the time of their birth had fathers in professional

occupations, intermediate occupations etc



- 13 -

Wa may ulso be interested in calculating the percentage of individuals

whose fathers were professional,

All the above information can be obtained using the SPSS-X FREQUENCIES

procedure, Job 3.1 gives the SPSS-X program for doing this

SPSS-X PROGRAM

TITLE "JOB 3.1"

FILE HANDLE NCDS

GET FILE«NCDS

FREQUENCIES VARIABLE = PASCO

FINISH

Job 31 will create as an oulput a frequency table for the variabje

PASCO The table provides the following tnformation for each value of
the variable- the frequency, the percentage, the valid percentage and the
cumulative percentage. The valid percentage is the percentage out of all
cases for which the value of the variable is not missing. The cumulative
percentage for a particular value i3 the sum of the valid percentages of
that value and all other values that precede it in the table, For the

finsl category the cumulative percentage js always 100 percent.

3.3. GRAPHICAL METHODS

3.3.4. ) n

The data should always be plotted in a number of different ways since a
lot of the information contained in the data can often be obtained by eye.
Graphical methods are aiso heipful for detecting observations which are
well removed from the main bulk of data. These, s0 called outllers, are

frequently a result of errors in printing, coding or recording
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d:d. Bar chart
The simplest graph is the bar chart which displayas the frequency
distribution In bar charis bars are constructed over each value with

length proportional to the frequency with which each value occurs

Example 3.2

ia consi

In SPSS-X bar charts are obtained by the FREQUENCIES procedure displayed

in job 3.2

SPSS-X PROGRAM
TITLE “JOB 3.2"

FILE HANDLE NCDS

GET FILE=NCDS
FREQUENCIES VARIABLES = PASCO/ BARCHART

FINISH

One FREQUENCIES command can be used to print the frequencies of a number

of vanables ai the same iime, as is displayed in Example 3.3.
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Example 3.3

Variables considered

MASMOKE Whether mother smoked in pregnancy
NATIONC Nation at birth

LIKESI16 1 do not like school at age 16
MATHIL L Maths test score at age 11

The output of the SPSS-X program displayed in job 3.3 contains frequency

tables and bar charts for each of the variables

SPSS-X PROGRAM
TITLE “JOB 3.3"
FILE HANDLE NCDS
GET FILE«NCDS

FREQUENCIES VARIABLES = MASMOKE, NATIONO, LIKES16, MATH11/ BARCHART
FINISH

Tables and charts such as these can be used to make some preliminary

observations about the data.

3.3.3__Histogram

Generally for variables that can take on many different values it is more
useful to group the data. First group the values of the variable Into
non-overlapping intervals and then count the number of cases with values
within each interval A histogram (s a graph displaying the distribution
of grouped data. Usually in a histogram rectangles are constructed over

the intervals with areas proportional to the frequency of each interval.
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The middle of the interval is called the midpoint snd all values within

the interval are considered concenirated at this point.

SPSS-X draws a row of asterisks over the midpoint of the interval to
represent the frequency of the interval. The rumber of asterisks is
proportional to the frequency. Histograms are produced by the

FREQUENCIES procedure,

Example 3.4
¥ bljes considered

MATHI1 1 Maths test score at age 11

In the previous exampie the frequency table and bar chart for the variable
MATH11 were not very informative Here we create a histogram for the

variable MATHIL 1. The SPSS-X program is displayed in job 3.4.

SPSS-X PROGRAM

TITLE "JOB 3.4"

FILE HANDLE NCDS

GET FILE=NCDS

FREQUENCIES VAR=s MATHI11/ HISTOGRAM

FINISH

3.3.4 Histogram shapes

Histograms come in various shapes The most common shape is ihe
symmetric bell shape If there are more cases towards one end of the

distribution than the other it is called skewed; left skewed {f there
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13 a tml towards the left and right skewed if there s a tai] towsrds the
right
Example 3.5

Variasbles considered

PAHT Father's height in inches
MAHT Mother's height in inches
ODRAW?7 Draw-a-man score at age 7

UNEMTIME Total months ever unemployed

READL1 & Reading comprehension test score at age 16

MATH1 ! Maths test score at age 11

READ11 Reading comprehension test score at age 11

In order to f{llustirate different shapes of a histogram we consider the
varables listed abovea The following SPSS-X command can be used to
print histograms for these variables and to skip the printing of the
frequency table

FREQUENCIES YAR= PAHT, MAHT, DRAW?7, UNEMTIME, READI6, MATHII1,

READ11/ HISTOGRAM/ FORMAT= NOTABLE

3.4 SUMMARY MEASURES

3.4.1. General

The next step after drawing up some preliminary tabies and graphs is to
identify some simple measures which summarise the data, Such summaries
which are calculated from the data are called sististics There sre a

number of features of the data which statistics can be used to describe
Simple statistics usually describe one of three features: location,

dispersion and shape
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:4.2.Measures of location

Measures indicating the "“centre™ of a set of data are calied measures of
location. The most commonly used measures of location are the mean,

median and mode

The mode describes the most frequent value (or values). It is not
unique. It can be used for data measures at any level and is most

suitable for nominal and ordered data.

The median describes the mid-point of the distribution, with half of the
observations numertcally greater than the median and half numerically
smaller When the number of observations is even the mean of the two
middle observations is taken as the median value The median should not

be used for nominal datia

The mean 1s the arithmetic average Suppose n measurements have been

taken on the vanable under consideration we denote them by

X, Xp +» X, The mean of the observations is denoted by X and given

n
by X- ):,;xlln. The mean should not be used for nominal! or ordinal data
i=

Comments

(1) The mean {s the most important and most frequently used measure of
location. The reason lies in the statistical properties of the

mean. These will be considered in the next chapter.

(2) When the distribution of observations is approximately symmetric
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the case for skewed disrtibutions

(3) Outiiers influence the mean but not the median.

OO _V lasmbdlos smocmiiea=s === bk ol .
o3 =A 10CALION MEeaSuUres a&ice oOoiall

subcommand STATISTICS

Example 3.6

Variables sidered

MATHI ] Maths test score at age 11
DRAW?7 Draw-a-man score ait age 7
PAHT Father's height in inches

UNEMTIME Total months ever unemployed

LIKESL6 1 do not llke school at age 16

The SPSS-X program displayed in job 36 gives the mode, median and mean

for each of the variables

SPSS-X PROGRAM
TITLE “JOB 3.6"
FILE HANDLE NCDS
GET FILE=NCDS
FREQUENCIES VARs MATH11, DRAW?7, PAHT, UNEMTIME, LIKES16/
FORMAT= NOTABLE/
STATISTICS= MODE, MEDIAN, MEAN

FINISH
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3.4.3. Measures of dispersion

As well as wanting to know where the centre of the distribution Is it (s
often very importent to measure how spread the data are. The most
important statistics for measuring the dispersion of a set of data are the
range, the inter-quartile range and the variance (and {ts derivative, the

standard deviation).

The range of a set of data is the difference between the largest and

amaliest observations, as in common English

Deciles and quartiles like the median, break up the distribution into a
number of equal parts, in these cases ten and four respectively. So the
lower quartile is the value below which one quarter of the observations
ile and the upper quartile is the value above which one quarter of the
observations lie. The inter-quartile range is the distance between the
upper and lower quartiles. The inter-quartile range measures the spread

of the middle half of the observations

The veariance ts a more sophisticated measure of dispersion The variance
of a set of n observations X, X, . . X, fs denoted by S? and given by
%(Xl = i)Z
sz - ’.-1
n-1

The standard deviation is the square root of the variance and is denoted

by S.
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Comments
(1) The most important measure of dispersion is the variance (or the

standard deviation).

{2) The standard deviation is in the same units as the observations.

{3) The range does not take into account the distribution of the

observations between the smallest and the largest

(4) The range is affected by the number of observations.

(5) The variance and standard deviation are not suitable for ordinal

data, while the range and inter-quartile range are

{(6) None of the statistics mentioned above is suitable for nominal data,

(7) One additional! measure of dispersion is the coefficient of

variation.  This is equal to S/X. It measures the spread
relative to the mean When the data are measured on a ratio scale

this coefficient is independent of the units of measurement.

in SPSS-X dispersion statistics are obtamned by the FREQUENCIES procedure,
STATISTICS Subcommand. The lower and upper quartiles are obtained using

the PERCENTILES Subcommand

Example 3.7

Variables considered

As in Example 3.6.
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Suppose that we are interested 1n caiculeting the following statistics:

range, inter quartile range, variance, standard deviation, upper quartile,

lower quartile. One can use the program displayed in job 3.6 but

replacing the FREQUENCIES command with:

FREQUENCIES VAR= MATHI1, DRAW7, PAHT, UNEMTIME, LIKES16/
STATISTICS= RANGE VARIANCE STDDEV/

PERCENTILES= 25 75

3.4.4 Measures of shape

As already mentioned, the shape of the distribution of a set of
measurements can be displayed by a histogram. Examinstion of histograms
provides an indication of skewness. We can also calculate formal
measures of skewness, One such measure is Sk It i= given by

Sk = 3(MEAN - MEDIAN)/STANDARD DEVIATION
For a perfectly symmetrical distribution the mean and median are identical
and the value of Sk is zero. When the distribution is skewed to the left
Sk will be negative and when it is skewed to the right, Sk wiil be
positive In SPSS-X a measure of skewness is calculated using the

FREQUENCIES procedure subcommand STATISTICS = SKEWNESS.

3.5 MORE GRAPHS

Earlier we suggested that it was adveantageous to plot the data in varfous
ways We present iwo more graphical methods for displaying the
distribution of an observed variable, The methods are - stem and leaf

and box plois
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5.1 St
Stem and leaf plots provide a convenient way of examining the distribution
of a variable It »s simliar to a histogrem or a bar chart but 1t
displays the vaiues of all the observations Consider the following 20
obwservations:
18, 20, 21, 27, 27, 28, 3.0, 31, 3.1, 32, 3.5, 3.5 3.5 3.6, 4.0,

40, 42, 48, 49, 5.0.

The stem and leaf plot would be:

118
2| 04
21 778
310112 .
3 | 5556
4 | 002
4 | 89
510

The mumbers to the left of the dotted line are called stem and those to
the right are called leaves, The plot is constructed so that every case
1s represented by a leaf In the pilot above the first line represents

one case with value 1.8 while the second line represents two cases with
values 2.0 and 21 The stem, 2, is the same for both cases while the
leaves differ. When there are several cases with the same values each is
represented by a separate leaf value. The intervals and the scale of the

plot are not fixed and can be determined according to the data.
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The wnformation contmined in a stem and leaf plot is smimilar to the
information contained in a histogram but In a stem and leaf plot we also
have informsation about observations within each interval. In SPSS-X stem
and leaf plots are printed by the procedure MANOVA subcommand PLOT.
Example 3.8

Varigbles considered

BIRTHWT Child's weight at birth in grams

Consider plotting birthweight in the NCDS teaching data set. The
characteristics of the stem and leaf plot can be ijllustrated better if we
take a small number of cases To do this we select a rendom sample of
200 cases. The command SELECT IF is used to select cases for which the
values of BIRTHWT gare not missing The command SAMPLE 200 is used to
select randomly a sampie of 200 out of the cases for which the value of
BIRTHWT is not missing (there are 1827 such cases). The SPSS-X program

which does this 135 displayed in job 3.8.

SPSS-X PROGRAM
TITLE “JOB 3.8"
FILE HANDLE NCDS
GET FILEsNCDS
SELECT IF (BIRTHWT NE -1)
SAMPLE 200 FROM 1827
MANOVA BIRTHWT/
PLOT= STEMLEAF/
DESIGN

FINISH
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3.5.2 Box plot

To construct a box plot first draw a rectangle whose length is equal to
the inter-quartile range and whose width can be chosen arbitranly. Then
divide the rectangle by a line which is locating the median. Then draw

lines to comnect the reciangle with the smallest and largest observations.

Smallest Lower Median Upper Largest
Quartile Quartile

The box plot is easy to draw and understand and gives a good idea where
the distiribution centres and how spread out |(t {s. It is also helpful

for comparing several groups of data

To draw & box plot in SPSS-X use the MANOVA procedure with subcommand

PLOT

Exampie 3.9
Varjables considered
READ! ! Reading comprehension test at age 1!}

SEX Sex of child

In this example we shall draw box plots for the reading test scores ai age

11 The SPSS-X program in job 39 gives two box plots, one for girls and

one for boys.
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SPSS-X PROGRAM

TITLE "JOB 3.9

FILE HANDLE NCDS

GET FILEsNCDS

MANOVA READ11 BY SEX (1.2)/
PLOT= BOXPLOTS/
DESIGN

FINISH

3.5.3__A note concerning outliers

The different methods of descriptive statistics, especially the graphical
ones are most helpful for detecting outliers. When an outher is
detected, it should be compared (if possible} with the originai records.
When rejecting an outlier 1t can be removed or repiaced by ancther value,
for example the mean or the next largest (or smallest) observation.
Another possibihity 13 for a particular analysis to use only the mddle
half of the observations. This is done by trimming one quarter of the
observations from each end (so that the outliers are removed) For
example, an average calculated on the basis of those observations fs
called a 257 tnmmed mean Other degrees of tnmming are, of course,

also possible.
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3.6 EXERCISE

In the following chapters we shall apply more advanced statistical methods
to the following variables:- Social class of current job at age 23
{CURRSOC), Number of children under 21 in the family at age 11 (NKIDS11),
Reading comprehension test score at age 16 (READ16), I do not llke sachool
at age 16 (LIKES16), Net eamings per week {from main job) at age 23
(NEARNPW) and Child’s weight at birth in grams (BIRTHWT]).  Readers are
therefore advised to use the descriptive statistics outlined in this

chapter to investigate the distributions of these variables

1. Display the data on each vanable in any way you find helpful and

mformative

2. Calculate measures of location and measures for spread

3. Make some observational comments on any feature worth mentioning.
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CHAPTER 1V
INTRODUCTION TO STATISTICAL INFERENCE

4.1 INTRODUCTION

Statisticians are frequently concemed with making statistical inferences
concerning a population on the basis of partial information This
partial information {s provided by drawing semples from the population.
The data from the sample 15 used to deduce or generalize sbout the

popuiation from which the sampie was drawn

Statistical inference may be divided into two major areas: esiimation and
tests of hypotheses. In estimation a statistical inference is made
concerning an unknown population parameter. Examples would be
estimating the proportion of voters favouring a specific party in a
forthcoming election, or estimating the mean weekly income of young
British males. Sample data is used to estimate the parameters of
interest, In tests of hypotheses we construct a decision making
procedure which leads us to accept or reject s certain ciaim or
hypothesis concerning a population For example, a researcher might be
required to decide on the basis of experimentai resuits whether a new
teaching method is superior to the one being used, or to decide, on the

basis of sample data, whether gender and income ere related to each other.

Estimation and tests of hypotheses are discussed in this chapter, but

first some basic statistical notions are required. Random variables, the
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normal distribution and elementary theory of sampling distribution are

presented in the first sections of this chapter.

4.2 RANDOM VARIABLES

Most statistical |deas are based on probability theory. This explains in
mathematical terms the pattern of observations in the real world. For
example, suppose we toss a coin 3 times and are inierested in the number
of times a tail occurs. The number of tails would be denoted by a
capital X and is an example of a discrete random variabie. X can take
any one of the following values 0,1,2,3 Probability theory can be used
to calculate the probability that the random variable, X, will assume any
of these values. A discrete random variable takes on various values with
various probabilities and the list of all the possible values together

with their corresponding probabilities is called the probability

distribution of X

Suppose now that we select randomly one student from a large class and
record his height If we denote the height of the chosen student as X,
then X is now a continuous random variable A continuous random variable
can assume any value within a designated range of values. For a
continuous random variable one cannot specify in advance all possibie
values of the variable with corresponding probabilities. However, the
distribution of such random variables can be defined by mathematical
formulae or by curves on a graph The curves are such that areas under

different sections of the curve represent probabilities.

The distributions of individual random veariables can often be

characterized by just two parameters, the mean and the variance.
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The mean represents the centre while the variance represents the

disperston.

4.3 THE NORMAL DISTRIBUTION
The most important continuous distribution in statistics is the normal
distribution. Its graph, called the normal curve, has a bell shape that

describes many seis of data that occur In nature.

The normal distribution is symmetric, asnd the mean which is equal to the

median is denoted by p . The variance of the normal distribution is

denoted by 0% and o is the standard deviation. The exact shape of the
distribution is defined by the two parameters p and 0. The location
centre |s determined by p while the shape depends on o. The larger o
is, the more spread the distribution will be Whatever the values of

# and o, the normal distribution is such that approximately one out of

3 observations will lie more than one standard deviation away from the
mean and only one in twenty will lie more than 2 standard deviations from

the mean. To dencte a random variable, X, which follows the normal

distribution with parameters p and o we write X is N(p od).

The simplesi of the normal distributions is the standard normal
distribution in which p = 0 and o0 = 1. The distribution is tabulated
and probabilities related to the observed value of a random variable
distributed as N(0,1) can be calculated from these tables. The tables

are given in Appendix B (Table B.1).
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Every random variable, X, having a normal distribution N{i, 6% can be
transformed into a random veriable, Z , having the standard normal
distribution i.e. N(0,1). The transformation Is given by:

Z - .x..._s_g

Example 4.1

Variabjes considered

READ} 1 Reading comprehension test score at age 11
MAHT Mother's height in inches

SEX Sex of child

BIRTHWT Child's weight at birth in grams

In the previous chapter we showed the reader how to plot the frequency
distributions of the variables READI1, MAHT and BIRTHWT ({(for females).

The histograms of each of these variables look bell shaped. Now let us
use the SPSS-X HISTOGRAMS = NORMAL subcommand to print a superimposed
normal distribution on the histogram. The computer will choose the
normal distribution with the same mean and variance as was calculated from
the observations of each of these variables. The SPSS-X program for

doing this is displayed in job 4.l.
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SPSS-X PROGRAM

TITLE "“JOB 4.1"

FILE HANDLE NCDS

GET FILE=NCDS

FREQUENCIES VARIABLES= READ11, MAHT / HISTOGRAM= NORMAL
SELECT IF (SEX EQ 2)

FREQUENCIES VARIABLES= BIRTHWT / HISTOGRAMa NORMAL
FINISH

4.4 SAMPLES AND POPULATIONS

The universe of objects or people to be studied is called the population.
Observations are usuaily based on a sample drawn from the total

population. Statistical inference is concerned with making inferences

about the population on the basis of observations made on a sample drawn
from the population, To do so successfully we need the sample to reflect
well the important characteristics of the populstion. Random samples are
one type of sample which statisticians argue are representative of the
populations from which they are drawn In a random sample, whenever an
observation is drawn every individual in the populstion is as likely as

any other individual to be chosen.

As already Indicated the most imporiant chearacteristics of population
distributions are the mean and the variance We would therefore like to
be able to make inferences about the popuiation mean and variance on the
basis of information obtained from a sample The sample statistics
provide estimates of the unknown population values, It is important to

distinguish between the population values, called parameters, which are
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fixed characteristics of the population and sampie estimates which will
vary from sample to sample according to which set of observations were

selected for the sample.

The mean of the population is usually denoted by p while the sample mean
is denoted by X The variance of the population is denoted by o? while

the sample variance |s dencted by s

4.5 THE SAMPLING DISTRIBUTION OF X
Sample estimates of popuiation parameters vary from sample to sample and
are therefore random variables and have distiributions The distributjon

of a statistic is called the sampling distribution. We shali now

describe the sampling distribution of X when a random sample of size n is

drawn from a population with mean y and vanance o

4.5.1 Location, spread and shape

The mean and variance of the sampling distribution are its two most

important parameters. It can he shown that the mean ia scqual to b

Lt ] = Wit - S

while the vanance is equal to 02/n  The standard deviation 15 o/<f The
standard deviation is also called the standard error The standard error

glves a measure of the disinbution of deviations between the parameter
p and its estimate X As the sample =i1ze increases so the standard
error gets smaller and we can be more confident of having an estimate of

the mean of the population that i1s not very far from the true mean.
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It can also be shown that if the population distribution is normal then
the sampling distribution of X is also normal. Even when samples are

taken from non-normal populations the sampling distribution of ¥ is still
normal if the samples are large. The theory on which this is based is

called the central limit theorem.

To summarize, when a random sample of size n Is taken, the sample mean X
fluctuates around the population mean p with standard deviation o/+dn.  As
n increases the distribution of X concentrates more and more around Y

and 1t's shape resembles more and more the normal curve

Example 4.2
A bles considered
MAHT Mother's height in inches

ATTENIL 6 Child's school attendance at age 16

An examination of the distnbution of each of these variables reveals that
MAHT has a bell shaped distribution with mean 63 44 inches and a standard
deviation of 2.48 inches ATTENLS6 has a very skewed distribution with
mean 88 94 percent and standard deviation of 14.98 percent. Assume that

the population consists of the cases in our data set.

We will now draw rendom samples from our population and examine the
sampling distribution of the means. The SPSS5-X program displayed in job

4 2 draws two samples, one of size 5 and one of 40 For each sample the
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sample mean for sach variable is printed One can nm this program say
30 times in order to generate 30 estimates of the population mean for each
variable, for each semple size. One can then calculate the mean for each
set of 30 estimates and the standard deviation and can plot the estimates

in a histogram. The results can then be compared with the theory about

the sampling distribution of X presented above.

The TEMPORARY command signals that the exclusion of the cases with missing
values and the sampling are in effect only for the next FREQUENCIES
procedure. The SET SEED command sets the starting point for the SPSS-X
random rumber generator. If the same seed number is used for each run
the computer will generate the same sequence of numbers and will select

the same sample. Therefore the seed should be changed at the start of

each run

SPSS-X PROGRAM

TITLE "“JOB 4.2~

FILE HANDLE NCDS

GET FILE=NCDS

SET SEED= 123456
TEMPORARY

SELECT IF (MAHT NE -1)
SAMPLE 5 FROM 1814
FREQUENCIES VAR= MAHT/ FORMAT= NOTABLE/ STATISTICS= MEAN
TEMPORARY

SELECT IF (MAHT NE -1)
SAMPLE 40 FROM 1814

FREQUENCIES VAR= MAHT/ FORMAT= NOTABLE/ STATISTICS= MEAN
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TEMPORARY

SELECT IF (ATTEN16 NE -1 AND ATTENL6 NE -2)

SAMPLE S FROM 1346

FREQUENCIES VAR= ATTEN16/ FORMAT= NOTABLE/ STATISTICS= MEAN
TEMPORARY

SELECT IF {ATTEN16 NE -1 AND ATTENI6 NE -2)

SAMPLE 40 FROM 1546

FREQUENCIES VAR= ATTEN16/ FORMAT= NOTABLE/ STATISTICS= MEAN

FINISH

4.6 ESTIMATION

.6,

The sample information can be used to estimate population parameters. We
distinguish between an estimator and an estimate An estimator is a rule
that tells us how to determine from sny sample s numerical value to
estimate a certain population parameter, while an estimate is the actual

numerical value obtained from a particular sample

Suppose that in order to estimate the mean height of students in a certain
class we select a random sample of {0 students from this class, The
sample mean, X, is an intuitive estimator for the population mean, p

The sample mean X is an estimator and is a random variable that can take
on different values from sample to sample. The estimate is the numerical
value obtained from one particular sample, Since an estimator is a

random variable it’s sampling distribution should be considered.
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The sample mean, X, is not the only possible estimator for y, the
population mean. The sample median or the average of the smallest and

largest observations are also possible estimators.

We choose estimators that have “good™ properties. The following two
properties are considered as desirable properties for a "good" estimator.

a) Although the estimator value varies from sample to sample, on average,
it's value should be equal to the value of the parameter being estimated.
Such an estimator is called an unbiased estimator.

b) 1t is not very heipful for an estimator to be correct "on average” |f
it Auctuates widely from sample to sample Therefore the sampling
distribution of an estimator should be concentrated close to the true

value of the parmmeter. This implies an estimator with a small variance.

An estimator which has the smallest variance among those that are unbiased

is called a minimum veriance unbiased estimator

It can be shown that when a random sample is taken from a population which
is normally distributed, the sample mean and sample variance are mimumum
variance unbiased estimators for the population mean and variance

respectively

Example 4.3

This example is an extension of example 4.2,
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Variables considered

MAHT Mother's height in inches

ATTEN16 Child’s school attendance at age 16.

The parameter of interest, in each case, i3 the population mean. Three
estimators are considered: the sample mean, the sample median and the
sample average between the smallest and largest observations. Job 4.2
can be used after replacing the STATISTICS Subcommmand with the following

STATISTICS= MEAN, MEDIAN, MINIMUM, MAXIMUM. The sampiing distribution of

The estimators considered so far in this section are point estimators but

frequently we are interesied in estimating intervals.

Suppose that a random sample of size n 1s taken from a population which is
normally distributed with mean p and variance o? We learmed earlier

that the sampling distiribution of the sample mean, ¥, is norma! with mean

X-u

2
B and variance g“/n. Therefore o/

follows the standard normal

distribution

A characteristic of the standard normal distiribution is that 687 of the
population lies between -1 and +1 and 95% of the population lies between

-196 and +! 96 We can, therefore, write

X-u

Prob.[-1.96 < m

< 1.96) = 0.95 or,

Prob (X - 195_%”.:1( + 1.96-%-53 - 095
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We say that we are 957 certain that p is between X -1 960/4fi and

X + 1.960/40 and we call this interval & 95% confidence interval.

A confidence interval shouid be interpreted in the following way: if we
select different samples and from each sample we produce such an interval,
then in the long run about 957 of our intervals would include the true

mean.

When the population distribution is non normal but the sample size {s

iarge this result again tends 1o be true

The confidence interval for the mean presented in this section is a

function of the vaniance 62 which 1s usually unknowr Constructing a
confidence interval for the mean when the variance is unknown and
construcling confidence intervals for other parameters is also possible.
Nevertheless since the topic of confidence intervals is closely related to
the topic of hypothesis testing we will not develop it further in this

section

Example 4.4

This example {s an extension of example 4.2,
Veriables Considered
MAHT Mother's height in inches

ATTENLG6 Chiid's achoo! attendance at asge 16
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The output of job 42 can be used to calculuted s 95% confidenca interval
for y, for each of the samples selected. Then the proportions of those

intervals which include the value of gy can be calculated.

4.7 TESTING HYPOTHESES

4.7.1 General

The general idea underiying hypothesis testing is that we begin with a
designated (hypothesised) value for a population parameter, such as the
population mean, and then we test whether the sample data are consistent
with the hypothesised value. The sample estimate of the population

parameter is compared with the hypothesized parameter and conclusions are

drawn.

Assume that the population distribution is normal with mean y which is
unknown and standard deviation o which is known. Further assume that we

have taken a random sample of n observations denoted by X, X5 . ., X, The

sample mean is denoted by X From the assumption it follows that the

sampling distnbution of ¥ s N{y, o?/n)

4.7.2 Four steps

The procedure of hypothesis testing can be divide into four steps:

Step i.Formuiate the hypotheses
The problem is presented as a decision problem between two rival
possibilities called hypotheses. The null hypothesis is denoted by Hj

and the alternative hypothesis is denoted by H,. The two possibilities



are, for example, either that p is equal to designated value y or t

§ is larger than My We can write this as:

Hg g = |,

Hy u > My

We assume that the nuli hypothesis is true uniess the data indicate

otherwise, The burden of proof is always on the aliernative hypothesis.
Chdomwe D Caland o 4oméd edndladls mmd calmwidlade (e ~hoaocmeiod wvielces
[ A P EyxdTiITe’t T LEDE SEWIDWIL W LAILWIOERT 1ILlD VVDTIYEW Yaluuo

We need to select a test stetistic which will be used to indicate

departures from the null hypothesis  In the case of ¥ and p, it seems
reasonabie to base our test on the difference between X and Py Since
the standard error of X is a8 good measure of the dispersion of the sample

mean around the population mean, a good test statistic is-

What can we say about this test statistic? If the null hypothesis is

true, then as we showed in the previous section, the sampling distribution

of X is N . oé/n) The test statistic will consequently follow the
standard normal distribution In this case the observed value of the
atatiatir Aeead Avnm vmir aamnla Af Aata e amudvealantd $4A arn ~Abhsarmmbi~ae Froamm
=22 -8F =0 ¥ 153 W il WPl aﬂluplﬁ i wa Lo A CYWIVEAISALE [ ") -3 1 WISl Ya kiIVII 44 VI

the standard normal distribution
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Step 3.Calculate the P-value

We now want to calculate how likely or unlikely the observed value of the
siatistic is, if the mull hypothesis is really true. We do this by
calculating the probability of getting a result which is as extreme, or

more eaxtreme, than the one obtained. This probability is called the

variable which has the N(0,1) distribution assumes a value which is larger
or equal to the observed value. The probability is calculated

vsing tables for the standard normal distribution. A small P-value
indicates that the observed value of the statistic is undikely if H, is

true

Step 4.Decision making

The decision is based on the P-value, where “small™ P-values indicate that
Hgy does not seem to hold. We usually establish a clear criterion as to
what is “small” before we formulate our hypotheses in step I. The
cut-off point we set i{s called the significance level and is denoted by

a. Alpha is usually set to be either 0.01 or 0.05 The decision is
made by comparing the P-value and a. If the P-value is smaller or equal
to a then we reject the rull hypothesis. If the P-value i1s larger than

a we do not reject the null hypothesis.

4.7.3 General comments

(1) The procedure described above i{s calied a significance test, If the
P-value is less than 5 percent, for example, we say that the result is
significant at the 5 percent level. This statistical use of the word

“significant™ should not be mistaken for common usage of the word to mean
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“large™ or Timportant”. It means that the differences observed are

unlikely to have been observed by chance if the mull hypothesis is true.

{2) Statistical significance tests cannot be used to prove beyond any

small the data appear to be inconsistent with the null hypothesis and we

wiil tend to reject {t. But there is still a small chance that it is true,

(3) When the P-value is large we do not reject the ruli hypothesis. We
must recognise however that in this case either the mull hypothesis is

true, that Is p = By OT B > B, but we are unable to detect 1t The

latter situation could arise when the sample i1s small or when u is only a

httle greater than Hy If the sample s1ze is small, the variability in

X is large and even large differences between ¥ and B, may not lead us to

reject H,

(4) The procedure Is similar when the alternative hypothesis is

formulated differently fe. HF u # Mg In this case the test statistic

is the same but the P-value is caiculated slightly differently. The
P-value is the probebility of getting a resuit which is as extreme or more
than the one obtained In this case extreme means both lower and higher
and we calculate as follows.

P-value= Prob (Z >|observed value|) + Prob.(Z < -|observed value|}
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Where Z denotes a random variable having a standard normal distnbution.

This case is called a two-tailed test while the cases when H, : p > y, or

when H, : p < u, are called one-tailed tests.

(5) We began by assuming that the population distribution is normal. In
cases where the distribution 13 non-normal but the sample size is large

enough we can still use the method described. According to the central

limit theorem the sampling distribution of X will be approximately normal.

Example 4.5

In the period after the Second World War it was assumed that the mean
birth weight of female babjes was 3255 grams with a standard deviation of
495 grams. Researchers assumed that the mean weight increased as a resuit
of the improvements in economic conditions in the late fifties. We can
use the NCDS data to test this. Let 4y be the population mean of
femnles’ birthweights in the Iate fifties. We assume 0 = 495 and we set

a = 5%

Step 1.The null and altemative hypotheses are
Hy @ = 3255

Hy p > 3255
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From the sample data we find X « 328512 and n = 922 Consequently the

observed value of the statistic is 1 85,

Step 3.P-value, P-value =~ P(Z > 1.85) = 0.032

Step 4.Since the P-value 1s 0.032, we decide to reject the null
hypothesis and to conciude that the mean birthweight is significantly

larger than 3255 grams

4.8 THE t-DISTRIBUTION
In the previous section we indicated how we would compare the mean of the

sample with a hypothesised mean of the population. The test statistic

X - o
o/ 4N

was and, under the assumption that the sampling distribution of X

was N(y, o%/n), can be shown to be distributed according to the standard

normal distribution.

In this section we describe how to proceed when o is unknown. We use

the same statistic but replace o by the sample standard deviation S.

T}
The resulting statistic -yi-_r“-g does not however follow the standard normal

distribution It follows a distribution which is somewhat more spread
out than the normal distribution, called the t-distribution The
t-distribution is symmetric with mean zero and depends on a parameter

called degrees of freedom This is the denominator in the calculation of
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s Since
g_tx, - 02
S = A=
) | n-i
the degrees of freadom mre n - 1. The rumber of degrees of fresdom

indicates the number of values that are free to vary in a random sample.

For iarge values of degrees of freedom the t-distribution tands towards
ithe standard normal distribution Tables for the t-distribution are

given in Appendix B (Table B.2). When testing hypotheses conceming the
population mean when the variance is unknown the test statistic is

X_— ug
S/4m

ol d

and the P-value 1s calcuiated using the tables for t-distribution.

4.9 A NOTE CONCERNING DEGREES OF FREEDOM

The term ‘degrees of freedom’ (d.f.) will occur frequently in the

following chapters. The degrees of freedom refer to the number of
independent observations in a set. Suppose you know that the sum of 3
numbers is (00 and you are asked io choose the 3 numbers. You may choose
only two of the numbers and therefore you have only 2 degrees of

freedom. When you choose 3 munbers with no restriction you can choose

all the 3 numbers and therefore have 3 degrees of freedom.

When computing the wvariance, after the mean is fixed, there are only n - 1
degrees of freedom associated with the values of numbers used to compute
the variance, This same munbher is alsg the mmber of degress of freedom

associated with the estimated standard deviation and with the

t-distribution used for testing hypotheses conceming the mean
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4.10 OTHER CONTINUOQUS DISTRIBUTIONS
In later chapters two other contiruous distributions are mentioned, the

chi-square distribution and the F- distribution

The chi-square, denoted x2, distribution 1s not symmetrical but is
positively skewed. The distribution depends on one parameter called
degrees of freedom For large values of degrees of freedom the
distribution tends towards the normal distribution. Tables of this
distribution are given in Appendix B (Table B.3).

The F-distribution depends on two parameters, denoted by v, and v, both
calied degrees of freedom. The distribution is not symmetrical and a few

percentile points of the distribution are given in Appendix B (Table B 4).

4.11 EXERCISE

Consider the two estimators for the population variance - the sampie
variance and the sample range. The variables under consideration are
MAHT and ATTEN16. Use a similar job to job 4.2 to invesatigate the

sampling distribution of the two suggested estimators.
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CHAPTER V

TESTING THE DIFFERENCE BETWEEN THE MEANS OF TWO POPULATIONS

5.1 INTRODUCTION

Often we do not want to test whether a sample {s drawn from a population
with a given mean but instead we want to compare the means of two
populations. For example we might wish to know whether boys and girls

differ \n term=s of school attainment

Usually the sample observations provide the basis for decision whether or
not there is a difference between the means of two populations. In this
chapter we present a method for testing equality between tiwo population

means for variabies measured on interval or ratio scales

5.2 ASSUMPTIONS

Let us first consider the situstion when the populations being compared
have the same variances and we are interested in comparing their means on
the basis of random samples of sizes n, and n, from the two populations

We can express our assumptions as

(1) Population one is normaily distributed with mean W, and standard
deviation o, population two is normally distributed with mean Hy and

standard dewviation o

{2) A random sample of size n, is taken from population one and the

sample mean i3 il A random sample of size n, is taken from population
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two and the sample mean is X, The two samples are independent

5.3 TESTING A HYPOTHESIS CONCERNING THE MEANS OF THE POPULATIONS
Again we need to follow the four stages of formuiating the hypothesis,
selecting and cailculating a test »siatistic, calculating the P-value and

comparing with a,

In this case we formulate our hypothesis in the following way.
Ho 1y = 1y

H, K, A M,

To select the teat siatistic we draw on the fact that under the

assumptions the sampling distribution of X, - X, is

N(}.ll - My 02[1/111 + 1l/n;)) If we assume that H; 1s true, then

X, - X
L _—2 __ follows the standard norma! distribution. We can

o.,]l/n, + l./n2

fook up the P-value in the standard normal tables (Appendix B, Table

B.1).

As when comparing a sample mean with a hypothesised population mean,
when the population varance 15 unknown we have o replace o by S n

the test statistic which becomes:

X - iz
]
SP J“l T,

If the null hypothesis 1s true this test statistic follows the

t-distnbution with (n, -+ n, - 2} degrees of freedom.
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Sp 1s the sample standerd deviation based on the smmples drawn from the

two populations with sssumed equal variances. it is called the pooled

standard devistion Sp? is given by the expression:

- 152 + tn, - 1JS?

2,
SP n|+n2-2

5.4 F-TEST

In the situation when the two populations have different variances a
slightly different statistic is used (its distribution is approximately

t).

When we do not know whether the two populations have the same variance
or not we can test Hy o, = o, against H;: o, # 0, The assumptions are as
in section 52 and the test statistic 15 based on the ratio of the larger
sample variance 1o the smaller sample variance. If Hy is true the
distribution of the test statistics 1s F. The F-distribution depends on
two parameters, both called degrees of freedom, and these reflect the

sizes of the samples on which the larger and =smaller variances are

estimated. (Tables are glven in Appendix B, Table B.4).

5.5 GENERAL COMMENTS

(1) Here again we make the distinction between one-tailed testis and
two-tailed tests In the former we pre-specify in the alternative
hypothesis that the mean of one population 13 larger than or smailler than
the mean of a second In the two-tailed test we simply state that the

two means differ and do not specify which is the larger
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normally distributed. However, when the sample sizes are large enough,

the central limit theorem indicates that the sempling distribution of X,

and X; will be approximately normal and so the test procedures are

similar

Generally in large samples the t-test is fairly robust against
non-normahty, but this 1s not necessanly the case in small samples.

The F-test to compare two variances is very sensitive {0 non-normality

(3) In many cases the observations for the two groups are not selected
independently but observations are paired For example, the same
individuals might be measured at two times In such a case the test
statistic is based on the paired difference X, - X, where X, is the

first measurement and X, 1s the second The test statistic follows the

t-distribution

5.6 PERFORMING A T-TEST USING SPSS-X
The procedure used in SPSS-X to compare the means of two populations is

the T-TEST procedure

For comparison between independent samples, the two populations have to
be specified using the GROUP subcommand. The vanables to be tested are

named n the VARIABLES subcommand.



The RECODE command iz used to combine the categories of =z varizble into

two categories

5.7 EXAMPLES

Example 3.1

v s red

CROWD1 6 Number of persons per room at age 16
MATHI® Maths isst score at &ge 16

Let us consider as an example whether overcrowding is associated with
children’s attainment at school A household is considered overcrowded
if it has more than one person per room The attainment considered is

the score on s maths test Both variables were measured when the NCDS

sample were aged 16.

The data set suggests that there were 865 individuals In non-overcrowded

homes - group l; and 360 individusls with overcrowded homes - group 2.

Graphical methods can be used as a first stage in the analysis, One can
draw a separate box plot for each group and then compare the two plots
{see Example 3.9). In the next stage several summary measures are
calculated The mean test score and the stiandard error for each group

are presented in the following table-
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Table 5.1+ Maths test scores by overcrowding

Sample Mean Maths Standerd
Groups Size n Test Score Error
1 Non-overcrowded n, = 865 X, = 1439 0 244
2 Overcrowded n, = 360 X, = 10.85 0.353

We see that individuals from group 1 have on average a test score higher
than those in group 2 If we are willing to restrict the concilusions to
the 1225 individuals included in the sample we can say that on average
children from overcrowded homes tend to achieve lower scores than
children from non-overcrowded homes However, before making a
generalisation as to the relationship between overcrowding and Maths
attainment for the population of l6-years old individuais living 1n

Britan n 1974, we have to determine whether the difference between the
two samples imphies a true difference between the two populations. To

do this we use the procedure of hypotheses testing We test Hg L

against H, K A Hy where M, and M, dencte the mean Maths test

scores for populations 1| and 2 respectively We set a = 005 We
assume that o, = 0, where o, and o4 denote the standard deviation of

populations 1 and 2 respectively
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X, -X
The test statistic ts —1_ 2

and its observed value is 8.04 If Hy is true, the probability of
getting a result which 15 as extreme or more than 8 04 is very small,
less than 000l. Sitnce the P-value is so small we reject the null
hypothesis and conclude that the data indicate that 16-years old
individuals living In overcrowded homes tend to have lower Maths

attainment

In order to see if the assumption that o, = g, is not inappropriate we
test Hy o), = 0, against H, o, # 0, The observed value of the statistic
is 1.14 This result is not significant (at the 5% significance level)

and so we conclude that the assumption was realistic.

All the above Information is produced using the S5PSS-X T-TEST procedure

as presented in job 5.1

SPSS-X PROGRAM

TITLE "JOB S.1¢

FILE HANDLE NCDS

GET FILE=sNCDS

RECODE CROWD16 (2 3 4 = 2)

T-TEST GROUPS= CROWDI16/
VARIABLE=s MATHI6

FINISH .
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Example 5.2

Variables considered

CROWDI 6 Number of persons per room at age 16
READ1 6 Reading comprehension test score at age 16

Another aspect of ndividual's attainment at school which may be related
to overcrowding is reading attainment In order to compeare reading test
scores at age 16 of individuals from overcrowded and non-overcrowded

homes, we use the SPSS-X program in job 52

SPSS-X PROGRAM
TITLE "“JOB 5.2"
FILE HANDLE NCDS
GET FILE=NCDS
RECODE CROWD16 (2 3 4 = 2)
T-TEST GROUPS= CROWD16/

VARIABLE= READ16
FINISH
An examination of the output of job 52 reveals that there 13 a
significant difference betiween the variances of the two populations We
should therefore use the appropriate statistic, for which the P-value 1s
very smell and the conclusion is that there is a significant difference,
with respect to mean reading test scores, between the two populations.
However, the distribution of the variable READLI6 s skewed and therefore
the reading scores have been iransformed so that the distribution shape
resembles the standard nommal distribution Repeating the analysis using
the transformed scores READTI1S shows no significant difference

between the variances but a significant difference between the means
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VYariables considered

CROWD16 Number of persons per room at age 16

GEARNPW Gross earnings per week (from main job) at age 23

Let us consider now whether overcrowding at age 16 is associated with

weekly earming at age 23.

There are 742 individuals who lived in non-overcrowded homes &t age 16
(group 1) and 279 individuals who lived in overcrowded homes (group 2).
The mean weekly eamnings and the standard errors for each group are

presentied in the following table

Table 5.2 Earnings by overcrowding

Sample Mean Weekly Standard
Group Size n Eamings Errors
1 Non-overcrowded n, = 742 X, = 10071 1 47
2 Overcrowded n, = 279 X, = 9751 228

There is a difference of 3.20 pounds between the two sample means. Does

this difference imply a difference between the two populations

The observed value of the test statistics 15 1 {6 and the P-value 1s
0 248 which 1s not sigruficant at level a = 005 Note the reiatively

large standard errors
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The above information can also be produced using the T-TEST procedure
which can produce several comparisons at the same time. This is
fllustrated by the following command:
T-TEST GROUP= CROWD16/

VARIABLE= MATH16, READ16, GEARNPW

An extension of this example is presented as an exercise in section 59

5.8 COMMENTS

(1) When two groups are compared on the basis of the mean of a certain
variable, significant results can also occur when marked differences

exist with respect to an additional variable which is highly related to

the first variable. An example of performing the same type of analysis,

while controlling for an additiona! variable is presented in chaptier 9

{2) When comparing two groups on the basis of the means of a few
vanables one should remember that the comparisons presented here are
done one at a time Each comparison 1s conducted with significance
level a. Performing comparisons simultaneously on several variables is

possible, but 1t is beyond the scope of this text
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5.9 EXERCISE

This exercise is an extension of example 5 3.

The Isbour market conditions for males and females are usually very
different, therefore, repeat the analysis suggested in example 53
separately for each sex Next investigate whether there are gender
differences with respect to weekly pay. Conduct the suitable analysis,

use box piots and report your findings

The observed distribution of the variable GEARNPW is skewed You may
transform this varisble {n order to achieve a more bell shaped

distributton Are there any outliers?
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CHAPTER VI
FREQUENCY TABLES

6.1 INTRODUCTION

In earlier chapters we described how graphs and summary statistics may be
used to h
doing this is by constructing tables A simple form of table is that in
which a series of observations are classified by two or more types of
characteristics, These are referred to as frequency or contingency
tables They are used to display and summanze data Frequency tables
are appropriate when data are measured on nominal scales (e.g. sex), or
ordinal scales (e.g. social class) or on either interval scales or ratio
scaieas grouped Into Intervals {e.g. intervals of age or height). We may

also be interested in using frequency tebles to test hypotheses about the

data. This chapter deacribes how we create tables and teat simple

hypotheses.

6.2 CREATING FREQUENCY TABLES

Exampie 6.1

Varigbles considered

HIGHQUAL Highest educational qualification at age 23

SEX Sex of child

Consider first that we are interested in the relationship between gender
and qualifications For this example we may be interested in grouping
qualifications into two categories, HIGH and LOW. Since in the data set
there are more than two possible categories of qualifications we need to

combine some of the original categories This i{s done using the SPSS-X
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RECODE command. Table 6.1 presents the frequency table of gender by
qualifications with quelifications 1-8 and 9-15 grouped together. The
grouped categories HIGH and LOW correspond to 5 O levels or above and

below 5 O levels respectively.

Table 6.11 Sex by qualifications

Qualifications
Sex High Low Total
Boy 570 427 997
(57 27%) (42.87) (100%)
Girl 422 581 1003
(42.17) (57.97) (1007)
Total 992 1008 2000

The table was created by SPSS-X using the procedure CROSSTABS The

program is displayed in job 6 1.

SPSS-X PROGRAM

TITLE "JOB 6.1"

FILE HANDLE NCDS

GET FILE=NCDS

RECODE HIGHQUAL (f THRU 8 = 1) (9 THRU 1S = 2)
CROSSTABS TABLES= SEX BY HIGHQUAL

OPTIONS 3

FINISH



There ars munerous options reiated to the procedure CROSSTABS. For

exampie option 3 produces row perceniages and opition 4 produces columm

percentages

Example 6.2
Yarisbles considered
PASCO Father's social class at child’s birth

CURRSOC Social class of current job at age 23

For our example let us consider social mobility between generations We
might wish to classify every sample member according to his father's

social class in 1958 when he was bormn and by his own socisl class at age
23. Again we might wish to re-group the categories into 4 broader social
classes: professional and intermediate, skilled non-manual, skilled

manual, semi-skilled and unskilled. The program is displayed in job 6.2.

SPSS-X PROGRAM

TITLE “JOB 6.2"

FILE HANDLE NCDS

GET FILE=NTDS

RECODE PASCO (2 = 1) (6 = 3)

RECODE CURRSOC (2 = {) (6, 7 = 5)
CROSSTABS TABLES= PASCO BY CURRSOC
OPTIONS 3, 5

FINISH
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The table created in job 6.2 enables us to examine patterns of mobility

between generations

Example 6.3

Yariables considered

CURRSOQC Social class of current job at age 23

NKIDS11 Number of children under 21 in the family at age 11
PASCO Father's social class at child’s birth

As a final example In this section let us consider the association between
femily characteristics in childhood and social class in early adulthood

We mighi, for example, wish to study the relationship between the munber
of children in the family at age 1l and the current social class in order
to see whether chiidren from smaller families schieve higher status in
early aduithood. We shall re-group the number of chiidren into small
familles (i or 2 children) and large families (3 or more children). Job

6.3 contamns the SPSS-X program.

SPSS-X PROGRAM

TITLE “JOB 6.3"

FILE HANDLE NCDS

GET FILE = NCDS

RECODE CURRSOC (2 =~ 1) (6, 7 = 5)
RECODE NKIDS11 (1, 2 = 1} (3 THRU 9 = 2)
CROSSTABS TABLES= NKIDS11 BY CURRSOC
OPTIONS 3

FINISH
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At first glance the table created by job 6.3 indicates that there may be a
strong link between these two variables, However, this may only reflect
differences due to social class of origin between pecple in small families
and people in big families. In order to see if this is the case we can
create four separate tables for each social class at birth Tha SPSS-X
command (after the appropriate recoding) is

CROSSTABS TABLES= NKIDS11 BY CURRSOC BY PASCO.

An examination of the four tables suggests that the answer to our question
"are children from small families doing betiter as adulis?™ is not unique

and depends on the social ciass at birth

The method used in example 6.3 shows how we might consider the relation

between two variables after controlllnl for a third wvariable

6.3 TESTING THE HYPOTHESIS OF INDEPENDENCE

6.3.1 Expected and observed frequencies

In section 6.2 we gave some examplies illustrating how one constructs
simple frequency tables. We are often interesied in assessing whether

two variables in a particular frequency table are independent of each

other. For example, we might wish to use Table 1 to test the hypothesis

that sex and qualifications are independent.

First some simple theory in order to show what the table would be expected

to look like if the two variables were indeed independent.
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The general two-way frequency table has r rows and ¢ columns. IIn
observations are taken, let n(l.j) be the number of obaservationa which

fall in the i-th row and j-th columns. Wea denote by

n(i,+) = jiln[i.j) the number of observations in the i-th row and by

n{+j§) = {Zlnﬂ,j] the number of observations in the j-th column.

The probability that an observation falling into category | of the first
variable ia eatimated by n(i,+)/n. The probabllity of an observation
falling into category j of the second variable Is estimated by n{+j)}/n.
Therefore if these variables are Independent the }robablllty of an
observation falling into cell (i.j} is estimated by

n{i,+)/n x n{+j)/n The expected mumnber of observations (out of n) In
cell (Ij) under the assumption of independence is therefore

E(1J) = n{l,*)/n x n(+§)/n x n.

The expected number of observations in a cell (i,j) can be compared with
the observed frequency mn cell (i,j} that is n(i.j). We denote the
observed frequency by 0(i,j). The difference between the observed and

expected frequencies 1s called the residyal.

Consider example 6.1. The probability of being a boy {s estimated by
997/2000 and the probability of high qualification is estimated by
99272000. Thus under the assumpiion of independence the probability of
being a boy with high qualificatione is estimated by (997/2000) X
{992/2000). The expected number of boys with high qualifications Is

therefore, (997/2000) X (992/2000) X 2000 = 494.5, and the observed number
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is 570 The residual for this cell is 570 - 4945 = 75.5 This would
suggest that there are more boys with high qualhfications than would be

expected under the assumption of independence

6.3.2 The test statistic

We can test the hypothesis that the row and column variables are

independent by using the Pearson chi-square statistic

2

2 - (residue)® | S OGH - EGP?

ail %eusexpected number {=1j=1 IACK)]

The distribution of x? is approximately chi-square distribution with

(r-1) x (c-1) degrees of freedom (Tables are given in Appendix B, Table
B.3). One can use this distribution to estimate how likely or unlikely
the observed value of the statistic i{s under the assumption that the null

hypothesis stating that the two variables are independent is correct.

For table 61 the value of x? is

2 2
2 _ (570-494.5)% | (427-502 5) (422-497 5) (s81-505 5)% _
X 33435 ' 8025 = ° 4375  * = 5055 45.59

and the degrees of freedom are (2-1) X (2-1) = 1 The P-value from the

table of X2 15 less than 00! consequently the hypothemis of independence

is rejected
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A few comments concerning the x? - statistic

(1) The distribution of the y? statistic is approximately chi-square if

the data are random samples from a muiltinomial distribution and if the
expected values are not too small. A conservative view {s that all
expected frequencies should be at least 5, while a less conservative one
recommends that no more than 20% of the cells should have expected values

which are leas than 5.

{2) The magnitude of the observed value of x2 depends on the magnitude of
the residuals and on the sample size. Large values can occur when the

residuals are small but the sample size is large

(3) The statistic is useful as a measure of the significance of the
association It is not at all useful as a measure of the degree of

association.

6.3.3 Caicuiation using SPSS-X

Option 15 of the procedure CROSSTABS prints the cell residuals

STATISTIC 1 of CROSSTABS prints the x2 - statistic and the P-value.

Job 6.1A contains a program which will print a frequency table with cell

residuals as well as the x2 - statistic with its P-value. The variables

considered are as in example 6.1 that is SEX and HIGHQUAL



- 87 -

SPSS-X PROGRAM

TITLE “JOB 6.1A"

FILE HANDLE NCDS

GET FILE=NCDS

RECODE HIGHQUAL (1 THRU 8 = |) (9 THRU I3 = 2)
CROSSTABS TABLES = SEX BY HIGHQUAL

OPTIONS 3 1S5

STATISTICS 1

FINISH

6.4 MEASURES OF ASSOCIATION

6.4.1 General

Frequently we wish to describe relstionships between two cross-classified
variables using simple summary measures. Such measures are generally
called measures of association and can provide a useful description of the
structure displayed in a two-way table Many such measures of
association have been suggested. Here we will consider only two types of

measures: measures of prediction and measures of association for ordered

categories.

6.4.2 Measures of prediction

Measures of prediction quantify the improvement in prediction of one
categorical variable in the table when the value of the second categorical
varisble is known, relative to when the value of the second variable is
not known. The Goodman and Kruskal - Lambda and the uncertainty

coefficlent - u, are examples of such measures. Let us consider
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Lambda. Lambda is suitable in situations when we wish to predict
optimally the category of one varisble from the category of the second.
Consider the relationship between sex and qualifications in Tasble 6.1.
Qualifications can be predicted either (a) by assuming that sex |s
unknown, or (b) by assuming that sex is known. Lambda measures the
proportional reduction in error (PRE) which is defined by:

probability of error in (a) - probability of error in (b)

PRE = Probability of error In (a)

If we did not know the sex we would predict the most frequent

qualifications; in this case LOW. The probability of error would be
992/2000 = 0.496. If the sex were known, we would predict HIGH
qualifications for boys and LOW for giris The probability of error

would then be 427/2000 + 422/2000 = 0 425, From these figures we can

derive Lambda as:

Lmu.pm_%ﬂi-g]_Qa

Thus, a 147 reduction In error is obtained when sex is used to predict

qualifications.

Lambda ranges between 0 and 1 For each table two Lambdas can be
computed depending on which variable is used as the predictor. STATISTIC

4 of procedure CROSSTABS of SPSS-X print Lambdes.
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6.4.3 Measures of association for ordered categories

Another group of statistics measures the association and correlation for
two-way tables when both variables of the table have ordered categories
These use the information about the ordering of categories of variables by
considering every possible pair of cases in the table. Each pair is
checked to see if their relative ordering of the first variable is the

same &as their relative ordering on the second, or if it is reversed. If
two individuals in a pair happen to have the same value for one or both
the variables, then the pair is said to be tied Gamma, Teu b, Tau ¢ and
Somers’ d are examples of such measures. The main difference between
these measures i1s the way in which ties are allowed for. Here we will

consider Gamma

Let P be the number of pairs for which the relative ordering in both
variables is the same. Let Q be the number of pairs for which the
relative ordering on one variable is opposite from the reiative ordering
on the second. Gamma is defined by:

Gamma = -—

Gamma can be interpreted as the probability of similar (dissimiiar)
ordering on two variables among cases with different values for both
varijables. Gamma ranges between -1 and +1 and is 0 when the variables

are independent. STATISTIC 8 of procedure CROSSTABS of SPSS-X prints

Gamma.
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Example 6.4

Yariables considered

PASCO Father's social class at child's birth
CURRSOC Social class of current job at age 23

NKIDS11 Number of children under 21 in the family at age 11

Consider again example 6.3. Both variables, current soctial class and
number of children in the family, have ordered categories We created
four separate tables each corresponding to a different social class at
birth. A comparison of the level of association in each of the tables
can be made using summmary measures like Gamma and Tau-c. Job 6.4

contains the SPSS-X program for doing this

SPSS-X PROGRAM

TITLE “JOBS 6.4

FILE HANDLE NCDS

GET FILE=sNCDS

RECODE PASCO (2 = 1) (6 = §)

RECODE CURRSOC (2 = () (6, 7 = 5)

CROSSTABS TABLES= NKIDSi1 BY CURRSOC BY PASCO
STATISTICS 1 7 8

FINISH

6.5 EXERCISE
Doctors claim that a mother to be who smokes during pregnancy risks having

a relatively tiny baby. Does the NCDS data support this statement?
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Group the velues of the variable BIRTHWT into two categories - slim babies
and non-slim babies. (As a cut-off point you may use the lower quartile
or the lower decile}] and analyse the association between the birth weight

and the mother's smoking habits. Analyse sach sex separately

A T-test could also be used to answer this question Carry on the
relevant analysis and report your finding. Refer also to the general

problem of analysing a continuous variable in a categorical framework.
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CHAPTER VII
ANALYSIS OF VARIANCE - ONE WAY

7.1 INTRODUCTION

In chapter 5 we considered testing the differences between two means. In
this chapter we consider sn extended problem of comparing the means of
several populations at the same time. For example we may wish to test
the hypothesis that there is no difference in average male height between
social classes. Analysis of variance is a siatistical procedure commonly
used to test the hypothesis that several population means are equal. In
this chapter we describe the mssumptions, present the test statistic and

@give some examples of analysis of variance

7.2 NOTATION AND ASSUMPTIONS
Assume there are k - populations which constitute the entire set of
populations about which conclusions are described. Now assume that k

random samples are selected, one from each of the k populations. The
sample sizes are n;, i = 1, .. ., ks and n = ¥n,. The samples are assumed
1

to be independent and the k populations are assumed to be normally

distributed with means Be My - oo B and common variance o<

The hypothesis of interest is that the popuiation means are equai. That

is:
Hozul-pz-.....'uk

Hp at least two means are not equal
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Let Y be the dependent or criterion variable. We assume Y is measured on

an interval or ratio scale.

The observations of the first sample are denoted by
Yo iz . . Y &nd their mean is denoted by ¥,
The observations of the second sample are denoted by
Yzv Yz - - » Ya, ®nd their meen is denoted by ¥,
The observations of the i-th sample are denoted by

Yo Yiz - Yin and their mean is denoted by Y,

Let ¥ be the mean of the entire sample (l.e. of all samples added

together).

7.3 DECOMPOSITION OF VARIATION
The basis of analysis of variance is the decomposition of variation.
The total observed variation (in Y) is divided into two components -

variation of observetions within groups and variation between group means,

ie

Total vanation = vanation between + vanation within

groups groups

In mathematical terms we can show that

& 0

>3, - 2 - li'nlﬂl -9 . izi(\'u - 1)

1=l )=l i=1=1
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The quantity ZE(Y“ - ¥)2 measures the sum of squared deviations of the
1

observed Y, from the mean Y. it represents the total variation in Y and

is denoted by SSy. The quantity Zl:n,l‘?, - ¥  measures variation between
the means of the groups, It is denoted by SS Between. The quantity
;?(Y” - ¥,)2 measures variation within the groups. It Is denoted by

SS Within We can therefore write 5SSy = SS Within + S5 Between

7.4 ANALYSIS OF VARIANCE TABLE
The equation presented in the previous section is the basis for creating

an analysis of variance table as below

Table 7.1+ ANOVA Table

Source Sum of Degrees of Mean Squares

of Variation Squares (SS) Freedom (DF) (MS)

Between groups SS Between K -1 SS Between/(K - 1)
Within groups SS Within n - K SS Within/(n - K)

Total SSy n -1
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The hrst column indicates the source of variation The next column
indicated the sum of squares associated with each source The third
column indicates the number of pieces of information needed to calculate
the sum of squares, otherwise called the degrees of freedom. For
example, the degrees of freedom for the total sum of squares is n-|,
because there are n observations but one degree of freedom is needed to
represent the estimate of the mean The finai column in the table gives

the ratio of the sums of squares to the degrees of freedom. These ratios

are known as the mean squares.

7.5 THE TEST STATISTIC

If there is no difference between the groups (with respect to their means)

SS Between and SS Within came from the same source. Therefore when H, is
true both MS Between and MS Within represent (estimate) the same thing -

the sample variation in Y - the statistic is based on their ratio. The

iest statistic is

MS Between

MS Within

If H, is true, the statistic follows the F-distribution with K - 1)

and (n - K) degrees of freedom. The P-value is calculated by considering
the probability of obtaining an F statistic at least as large as the one
observed (tables of the F-distribution are given in Appendix B, table

B.4). The P-value is compared with the predesignated significance level

and & decision is made accordingly.
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The analysis described here is called one way analysis of varience since
there is only one grouping variable. An example of a model which

includes two grouping variables is presented in chapter 9

7.6 ONE WAY ANALYSIS OF VARIANCE USING SPSS-X

The SPSS5-X procedure ONEWAY produces s one way analysis of variance. The
command ONEWAY {s used to name the dependent variable (s) as well as the
group variable followed by iis minimum and maximum values The output

includes: an ANOVA table, the F - statistic and the P-value.

7.7 EXAMPLES

Example 7.1
\'s c dered
HT23 Height st age 23 in cm

CURRSOC Social class of current job at age 23

SEX Sex of child

7,7, Jntyodyction

Let us consider the difference in average male height between socim]
classes. In the first stage of the analysis we use some graphical
methods for exampie, we plot sn histogram of the variable HT23 (for mates
only) as well as several box plots, one for each social class An
examination of the outputs reveais that there are a few outliers; more
specifically there are 8 observations for which the height at age 23 is

more than 5 meters. Such measurements are impossible and probably are a
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result of errors in coding. The analysis, is therefore, repeated after

the exclusion of these observations. Table 7.2 below contains some basic

descriptive statistic for male height at age 23.

variable CURRSOC is as in exampie 6.2}

Table 7.2v Male height (age 23)

(The re-grouping of the

Standard Standard

Social class n MEAN Height Deviation Error
Profeasionals 232 178 52 6 53 0.43

& intermediate

Skitied non-manual 150 178.44 6 B3 0 56
Skilled manual 365 177.22 6.97 0.37
Semi-skilied & unsklled 192 176.16 7 25 0.52
Total 939 177.52 6.95 023

There seems to be a clear gradient of social class in height where males

in the first social class category are on average more than 2cm taller

than males in the last category.

The sample means (¥,) are good estimates for the population means ).

We want to ask whether the observed differences between the sample means

can be atiributed to chance or do they indicate true differences between

the four social classes.
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7.7.2 Analysis snd conclusions

We are interested in testing

He by = by =0y = 1,

against

Hy at least two means are not equal.

Where B is the mean height of males in the i-th social class

f-1,. . 4

It is clear that the observed height of males varies - the sample standard
deviation is 6.95 cm. The question is whether the variation between the
different social classes is of the same magnitude as the variation within

the social classes, This can be eaxamined from the ANOVA table

Table 7.3: ANOVA Tabdble

Source Sum of Squares Degrees of Freedom Mean Squeres
Between groups 750.31 3 250.10
Within groups 44568.83 935 47.67
Total 4531914 938

From the table we can also calculate the value of the F - test statistic
which is 250.10/747 67 = 5 246 The P-value is jeas than 00l and
therefore we can conclude that males 1n the four social classes do not

have the same mean height
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Both the descriptive statistics and the ANOVA table can be printed using

the SPSS-X procedure ONEWAY Job 7 1 contains the program.

SPSS-X PROGRAM

TITLE “JOB 7.1"

FILE HANDLE NCDS

GET FILE=NCDS

SELECT IF (SEX EQ 1)

SELECT IF (HT23 LT 300)

RECODE CURRSOC (1 2 = 1} (3 = 2) {4 = 3) (56 7 = 4)
ONEWAY HT23 BY CURRSOC (1, 4)/

STATISTICS |

FINISH

Example 7.2
Vearighles considered
LEFTED Age completed full-time education (month no.)

VOTED Party voted for in 1979 general election

Next let us compare individuals grouped according to their voting patterns
in the 1979 general election. The comparison is done with respect to the
age, in months, individuals left full-time continuous education {the time
spent in full-time education seems positively correlated to high social

class and higher eamings). Some general statistics are displayed in

tabie 7.4
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Table 7.4+ Age (in months) respondent left full-time continuous

education
Standard
Voted n Mean Age Error
Conservative 507 215.40 1.13
Labour 569 205.48 084
Liberal 172 213.69 187

The table displays sample differences in the mean age for leaving
full-time education where the conservative voters siayed longer in

continuous full-time education. To print the reiated ANOVA table use the
SPSS-X command:

ONEWAY LEFTED BY VOTED (i, 3).

Separate analysis for males and females should also be considered.

7.8 MULTIPLE COMPARISONS

In both examples presented the rull hypothesis was rejected and we
conclude that the data indicate that the population means are unequal
Typically, we are not only interested in determining whether there are
differences in the means but also in pinpointing where the differences
lie. For example, given that height differs significantly among social
class categories, we would next went to determine which of the pairs of

social class caiegories differ from one another



When considering several population means it is not appropriate
statistically to carry out a sequence of tests of differences between
pairs of mesns based on the t-distribution {i.e. t-test). If one does
80, the probability of incorrectly rejecting any one of several null
hypotheses i{s greater than the level of significance associmted with each
test individually. However, a number of types of tests are available for
multiple comparison following the rejection of the rull hypothesis in the
analysis of variance. Examples of such tests are: LSD (least significant
difference) test, Tukey's Honestly Sigmficant Difference test and

Scheffe's test. All these are systematic procedures for comparing all
possible pairs of group mean= while “protecting” against calling too many
differences significant A number of multiple compearison tests are
available in SPSS-X. The subcommand {s RANGES, as for example RANGES -

LSD or RANGES = SCHEFFE.

7.9 CHECKING THE ASSUMPTIONS

As with other statistical procedures the analysis of variance relies on a
number of assumptions. If any one of these assumptions is false some of
the analysis may be invalid It is therefore desirable to check whether

or not the assumptions hold.

The assumption of normality can be checked, for example, by plotting a
histogram. A second look at examples 7.1 and 7.2 reveals that the
assumption of normality i{s inappropriate in example 7.2. Fortunately the

F-test {s reasonably robust to departures from the normality assumption.
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Nevertheless, a transformation of the data would be valuable and one can

try the logarithmic transformation.

The assumption of equality of variances can be tested by several test
procedures, Three such test procedures are available in SPSS-X. The
F-test is not very sensitive to departures from the equality of variance
assumption when the sample sizes of the groups asre similar. STATISTICS 3
of procedure ONEWAY prints the tests for equality of variance. The
assumption of homogeneity of the variance is inappropriate in example

72 As & result one may need to consider another way of mnalysing

example 7.2, for example grouping the data and constructing a frequency

table.

Example 7.3

' ! e

SEX Sex of child

SCHLTI16 School type at age 16
MATH! 6 Maths iest score at age 16

For the last example in this chapter we compare educational attainments

for cohort members who studied at different types of schools The
measure of educational attainment we use is the Maths test scores at age
16. We consider comprehensive, grammar, secondary modern and independent

schools. The last category includes direct grant schools.
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The mull hypothesis states that there is no difference in the mean Maths
score between the different types of schools. The analysis is done

separately for boys and girls.

The output of the SPSS-X program displayed in job 7.3 includes the

following:

- General descriptive statistics for Maths test scores in each type of

schaool.

- An ANOVA table for testing the rull hypothesis.

-~ A histogram of Maths test scores, for checking the assumption of

neormality.

- 3 test procedures for testing homogeneity of the vanance.

- Multiple comparison test (Scheffe} to pinpoint significant differences

between all pairs of types of schooils
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SPS5-X PROGRAM

TITLE “JOB 7.3"

FILE HANDLE NCDS

GET FILE=NCDS

SELECT IF (SEX EQ 2)

FREQUENCIES VAR= MATH16/ HISTOGRAM/
FORMAT= NOTABLE

ONEWAY MATH16 BY SCHLT16 (1, 4)/
RANGE= SCHEFFE/

STATISTICS 1 3

FINISH

The compietion of the analysis of thus example 1s left as an exercise,

7.10 EXERCISE

Complete the analysis of the problem presented in example 7.3 and report

your findings. In your report address yourself to the following:

- The nuil and aiternative hypothesis, the test statystic, the

conclusions, the assumptions and the differences between males and

female
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CHAPTER VI
REGRESSION ANALYSIS

8.1 INTRODUCTION

In this section we consider the situation in which simultaneous
measurements are iaken on two vanables and interest i1s focused on

examining the effect one variable exerts on the other

For physical processes there is often a functional relationship between
two variabjes We are concerned here with the cases where these

functional relationships may be approximated by a linear function.

When no physical relationship exists between two vanables, we may alsc be
interested in expressing the relationship between them by a linear

equation. Such an equation can be useful for predicting the value of one
variable from the knowledge of the other This chapter explains how we
go about estimating or predicting the value of one variable on the basis

of knowledge of a second varieble

8.2 PRELIMINARY EXAMPLES

Let us label the two variables as X and Y Often it is of interest to
examine the effect one variable (X) exerts on another variable (Y). For
example we may be interested to see how changes in height (X) affect the
weight (Y), how qualifications (X) affect income (Y} and how school

attainment at age 11 (X) predicts school attainment at age 16 (Y).
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In all these exmmples and in many other situations the question of
interest {a how changes on one variable (X) affect another variable (Y).
The X- variable is called the independent variable. It can be set to a
particular value or else take values that can be observed but not
controlled. As a result of changes in the independent variable an affect
may be introduced into the Y-variable, cailed ihe dependeni variabie.

The dependent varisble is asmumed to be measured atl least on an interval

scale.

8.3 SCATTER PLOT

Suppose n pairs of measurements (X; Y2 O, Y,), . . ., (K, Y,) are taken

on two variables X and Y

The firsi siep in investigating the relation between the two variables is

to plot the data on a scatter plot. In this piot each dot represenis one
observation, showing the values for this observetion on the two variables.
A scatter plot can reveal various types of associations between the two
variables. If the observed points cluster, more or less, around &

straight line we w»ay that a linear relationship exists between the two

variables, Scatter plots are also useful for detecting outliers.

Example 8.1

Varigbles Consjdere

HTi1i Chiid’s height at age 11 in cm
WTI11 Child's weight at age 1! In kgs

SEX Sax of child

AP AR e RN e
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Let us first construct az scattsr

Scatter plots can be printed using the SPSS-X SCATTERGRAM procedure as

presented in job 81

SPSS-X PROGRAM

TITLE "JOB 8.1"

FILE HANDLE NCDS

GET FILE=NCDS

SELECT IF (SEX EQ 1)
SCATTERGRAM WTi1 WITH HTit

FINISH

Inspection of the plot suggests that weight increamses with height It is
clear that for a given height there is a variation in the observed

weight. This variation is due mainly to variation between individuals
Although no unique linear equation appears to relate the observed weight
to height, we can notice that the average value of weight (for a given
height) increases with the height. Thus we can fit a line to the data In
order to predict the mean weight for a given height. The line is called

a regression line

8.4 FITTING A STRAIGHT LINE
As in the example of height and weight, a straight line can frequently
express the dependency of one veriable upon another. The problem is to

use the data to find the optimal line



Let ys assume that the line has the form Y -~ a + pX

Our model is ¥ = ¢ + PX + €,

The mode] impiies ihat for a given X, the corresponding Y consists of iwo
elements: the value a + BX and the amount e. The value a + pX is

the linesr part while € 1¢ amount by which any individual Y
may fall off the line

o and P are called the model's parameters and
they are unknown.

The data can be used to estinate the parameters

8.4.1 Estimation of the parameters

Suppose n pairs of observations (X, Y,), {X; Y;), .

- X, Y,) are given
The model for the i-th indlvidual is:

Y‘-CI*'BXI'PGV

squared deviations from the iine. This approach is caile

One approach is to choose estimates of a and B which minimise the sum of

[

(=]}
i~
[.]]
g

ethod of
ieast squares and the estimates are called least squares estimates.

A
Least squares estimates of @ and B are denoted by 3‘ and B and by means

of differential calculus they can be shown to be:

A i(xi - 1]0’; = ?)
p = lLﬁ
ml = 2]2

4.¢ - fx

We can now write our fitted line as: 0 - 3 * Sx.
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Where Q ls the predicted (or fitted) value of Y, given X The differences

A
between the observed and fitted values Y, - Y, fori=1,. . n

are called the residuals.

8.5 ASSUMPTIONS IN REGRESSION ANALYSIS
There are some questions one might want to ask about our model

Y =a+pX, +€ 1=1,  .n

For example how close are the estimates of parsmeters to the population
values of those parameters? Do the estimates support or contradict
hypotheses about the population parameters? How good is the fit of this

model?

As a basis for doing this we assume that the €, are independent

normally distributed random variables with mean zero and varisnce o?

The model and the assumptions made may be written in the following way:
for any fixed wvalue of X, the distribution of Y is normal with mean
@ + BX and constant variance 02 and the Ys are independent from each
other. We can therefore conclude that for a fixed value of X, Y varies
and the mean of the variable Y is a + pX. Thus the regression line

Y = o + BX joins the mean values of the Y-distributions.
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8.6 THE ANALYSIS

8.6.1 The cstimates

The lsast squares asstumaies were presentied 1In Ssction 8.4. Given the
assumptions about the distribution of the error terms, the mean and

standard error of the estimates can be shown to be

mean(&]-a

mean(g)-ﬂ

SE. cﬂ ) - [__9_
g -7

~ = 1 = kA

Given the assumptions sbout the

dh A 'y

r__ A [ P — AL _ g — P — Jeap—
SLINIoULIon o1 1€ error ierm, it can

also be shown that the least squares estimates are the best among a large

group of possible estimates.

8.6.2 Testing hypotheses

We nmre frequentiy intereated in testing the hvpoth

the line is zero as would be the case if there were no linear relationship

between X and Y

We can formulate the mull and altemative hypotheses as
Ho B = 0
H. B # 0
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A
It can be shown that (given the assumptions made) § foliows a normal

distribution with mean B and variance c’/iE(X, - X)°. The appropriate

test statistics is:

A
B

\E.

fel

which under the null hypothesis has a t-distribution with (n - 2) degrees

of freedom.

2
The unknown variance o? {s estimated by 9 which 1s given by.

a? lgw’ h ¢')2
G =

n - 2

8,6.3 The fit of the line

Now let us consider how well the estimated regression line fits the
data. We do this by splitting the total vanation in Y into the
variation explained by the regression and the unexplained variation, i.e

Total variation = variation expiained + Unexplained
by regression variation (= residuals).

In mathematical terms we can show that:
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The term 2(Y, - 7)% measures the sum of squared deviations of the
1

observations from the meen It represents the total vanation in Y. The

A — A
term Zl(‘fl - ¥) measures variation of Y, and represents the vanation

)
explained by the linear relationship. The term %(‘!t - ¥)? is the sum

of the squared residuals.

Our model fits well if the explained variation is much greater than the
unexplained variation or if the ratio of the explained variation to the

total variation is near to one This ratio is called the coefficient of

determination and 1s denoted by R’ The coefficient R? lles between 0 and

| and measures the prediction accuracy.

8.6.4 Analysis of variance table

The equation presenied in the previous section is the basis for creating

an analysis of variance table as below. (See section 7.4).

Table 8.1y ANOVA table

Source of variation Sum of Degrees of Mean Squares
Squares freedom

Regreasion G G
Residual l_ﬂi[‘r, - O,Jz n -2 i-ilw' - ‘?,sztn - 2)

Total *&1{?, - 2 n -1
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It can be shown that if 3 = 0 then the ratio

Mean square regression
F =

Mean square residual

follows the F-distribution with | and {(n - 2) degrees of freedom. This
fact can be used to test if p = 0. The F statistic can be used also to

test the null hypothesis that R? in the population equals zero. {(Tables

of the F-distribution are given in Appendix B, table B.4).

8.7 REGRESSION ANALYSIS USING SPSS-X

The SPSS-X procedure for downg regression 13 REGRESSION. Three
subcommands are necessary. A VARIABLES subcommand which includes all the
vanables to be analysed; a DEPENDENT subcommand that identifies the

dependent variable; an ENTER subcommand that identifies the independent

variable.

The output includes: the least square estimates, the test siatistics and

the P-values to tesi whether each parameter is equal to zero, the

coefficient of determination R® (R is referred to as multiple R) and an

analysis of variance table Other statistics are optional.



Example 8.2

Variables considered

PAHT Father’'s height in inches
HT23 Height at age 23 in cm.
SEX Sex of child

Height of both chiidren and adults serves as a reasonabie measure of the
individual’s general health In this example we consider the heredity
effect in height We 1nvestigate how changes in the father's height

affects son's height

As the father's height was recorded in 1958 and the son's in 1981 it is
not surprising that the former is In inches and the latter In

centimetres. For simplicity we transform the father’'s height into
centimetres The transformation is done using the SPSS-X COMPUTE

command.

In an earlier analysis of variables HT23 (see section 7.7) it was found

that there are a few observations for which the height at age 23 is more

program is displayed in job 8.2.
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SPSS-X PROGRAM

TITLE "JOB 8.2"

FILE HANDLE NCDS

GET FILEs=NCDS

SELECT IF (HT23 LT 300)

SELECT IF (SEX EQ i)

COMPUTE PAHT = 2.54+ PAHT

SCATTERGRAM HT23 WITH PAHT

REGRESSION VARs HT23, PAHT/ DEPENDENTs HT23/ ENTER PAHT

FINISH

The following results can be found in the output.

The estimates

& = 107043
A
8 = 0.404

Each parameter 1s significantly different from zero

The fitted valyes

The equation for the fitted regression line is

Son's height = 107.043 + 0.404 (father's height)



This equation enebles us to predict the height of an individual given his
father's height We see that & change of one c¢cm in the father's height
resuits 1n a change of 0.4 cm in the son’'s height Note that the
prediction is only meaningful for such values of the independent variabile
which are 1n the range of the vajuves of this vanable found wathin this
sample. It would be wrong to predict that the height of a son is 147.4
cm given s father's height 1s | metre since we have no father as smalj

as this and cannot assess whether a linear relationship continues down to

this level

The [it of the relression mode}

The decomposition of the variance (presented in the analysis of variance

table) is as follows

by regression
39343 77 = 6750.59 - 32593.18

The coefficient of determination R?, {s equal to 0.17, which implies that
177 of the total variation about the mean is expiained by the regression
The F-statistics is (6750.59/1) 7 (32593.18/815) = 168.8 which Is

s)gnificant at the 001 level

We would therefore reject the null hypothesis that there 13 no linear

relationship between son’'s height and father's height.
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Example 8.3

Variables considered

MAHT Mother's height 1in inches
HT23 Height at age 23 in cm.
SEX Sex of child

Consider the same question, but this time for female cohort members and
their mothers The dependent variable {s HT23 and the independent

vanable is MAHT. The SPSS-X program is dispiayed in job 8.3.

SPSS-X PROGRAM

TITLE “JOB 8.3"

FILE HANDLE NCDS

GET FILE=NCDS

SELECT IF (SEX EQ 2)

COMPUTE MAHT= 2.54+ MAHT

SCATTERGRAM HT23 WITH MAHT

REGRESSION VAR=a HT23, MAHT/ DEPENDENT= HT23/ ENTER MAHT

FINISH

An inspection of the output reveals that in this case there are ajso a few
outliers which seem to result from errors in coding. One should repeat

the previous analysis after removing or replacing these observations
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8.8 THE ASSUMPTIONS - A RECONSIDERATION

8.8.1 Introduction

The regression analysis described here and the vanous significance tests

are based upon the model outlined in section 8 5 and the assumptions about

the error terms

The mode! together with the assumptions imply that

(1} There is a linear relationship between X and Y

(2) €; are independent random variables which follow the normal

distribution with mean 0 and constant variance o<

An 1mporiant part of every regression analysis 1s to check the
appropriateness of these assumptions. We check the assumption of
lineanty by a scatter piot. The assumptions about the error terms, €,

are assessed by examining the residuals from the fitted line.

8.8.2 Cxamination of residuals

A
The residuais are defined as the n differences Y, - Y,
1 = 1, » 1 The residuals are the amount not explained by the

regression equation and if the model is correct, represent the observed

errors of the model
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If our fitted model and the assumptions are appropriate the residuals

should not display characteristics which appear to contradict the

assumptions Residual plots are extremely useful for checking whether

this

(1)

(2)

(3)

is so Some of the ways of piotting the residusls are

Plot of the residuals against the fitted value - if the assumptions
are met, a horizontal band of randomly disiributed residuals is

expected 1f the spread of the residuals increases or decreases

A
with the value of Y, the assumption of constant variance does not

hold

Plot of the residuals against the independent variable - here again
a horizontal band of residusis i{s regarded as satisfactory while

often patterns indicate that the assumptions have been vioclated.

Histogram - the errors €, were assumed to be normaily distributed

with mean zero snd vanance o2 Therefore the €,/0 should

follow the standerd nomal distnbution. We can examine the

standardized residuals, that is residual/g, to see if they
resemble observations from the standard normal distribution
This can be done by constructing s histogram of the standardized

residuals
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Residual plots are alsc very useful for detecting outliers However, one
should be careful as a large residual can ajso be the result of a wrong

model

8.8.3 Constructing residual plots using SPSS-X

A variety of residual plots are possible within the REGRESSION procedure

The RESIDUALS subcommand can be used to print a histogram of the
standardized reaiduals (labelled ZRESID). The histogram is presented

with a superimposed normal curve. The SCATTERPLOT subcommand can be used

to construct different scatterplots.

Example 8.4

Consider the two regression models presented in examples 8 2 and 8.3
(after removing the Individuais who are tailer than S5 metres!). We will
now examine each of these modeis for viclaticns of the assumptions. The

SPSS-X program is displayed in job 8.4

SPSS-X PROGRAM

TITLE “JOB 8.4"

FILE HANDLE NCDS

GET FILE=NCDS

SELECT IF (SEX EQ 1)

SELECT IF (HT23 LT 300)

COMPUTE PAHTa 2.54% PAHT

REGRESSION VAR= HT23 PAHT/ DEPENDENT= HT23/ ENTER PAHT/
RESIDUALS= SIZE (SMALL) HISTOGRAM (ZRESID)/
SCATTERPLOT= (sRES, »PRED) (HT23, PAHT) (=RES, PAHT)

FINISH
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Note that two subcommands were added to the REGRESSION procedure The
first requests a smail histogram of the standardized residuals while the
second requests 3 scatter plots (asterisks denote temporary vanables).

The program for the second modei (1 e the females) i1s quite similar.

The outputs indicate that the linear relation seems not to be very strong

in both cases, although it is slightly stronger in the females’ case

The plot of the resjduals against the fitted values seems satisfactory in
both cases This 1s also true for the plot of the residuals against the
independent variable. The histogram of the standardized residuals seems
more satisfactory in the males’ case than i1n the females’ case Note

also the outhers in the females' case

Example 8.5

Variabies considered

MATHI 1 Maths test score at age 11.
MATHIi6 Maths test score at age 16.
READ11 Reading Comprehension test score at age 11
READ16 Reading Comprehension test score at age 16

In this example we aim at predicting school attainment at age 16 using
school attainment at age 11 We consider separately Maths attainment and

reading sttainment. The SPSS-X program is displayed in job 8.5.
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SPSS-X PROGRAM

TITLE “JOB 8.5

FILE HANDLE NCDS

GET FILE= NCDS

REGRESSION VAR= MATHii, MATHI16/ DEPENDENT= MATH16/ ENTER MATHI11/
RESIDUALS= SIZE (SMALL) HISTOGRAM (ZRESID)/

SCATTTERPLOT= (#RES, *PRED) (MATHL6, MATHILL) (+RES, MATHI11)

REGRESSION VARs READ11, READI6/ DEPENDENT= READ16/ ENTER READI11/
RESIDUALS= SI1ZE (SMALL) HISTOGRAM (ZRESID)/
SCATTERPLOT= (»RES, »PRED) (READ16, READil) (*RES, READI1)

FINISH

The output of job 8 5 displays the estimated parameters for each model,
which can be used for prediction. The output reveals that both for
reading and Maths the linear relationships between the scores at age 11

and the scores at age 16 are very strong.

For the Maths acores the check of the model’'s assumptions 1s satisfactory
but this is not the case for the reading scores The scatterplot of

READ16 agminst READ1! indicates that the test at age 16 was less sensitive
mainly at the high levels. When we consider the histograms of MATHL& and
READ16 1t 13 clear that, although neither plots resemble exactly a normal

plot, the deviations are larger for READI6.
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When the assumptions seem to be incorrect one should consider transformung

the data. The reading scores at age 16 have been transformed to follow a
normal distribution The transformed scores are given in the variable
READT1 6 The completion of this example using the transformed scores is

left as an exercise {see section B8.10).

8.9 CORRELATION
elat
Regression analysis is concerned with estimating or predicting the value
of the dependent variable given the value of the independent variable.
We now consider a situation in which measuremenis are taken simultanecusly
on two variables and the degree of association between them is of

interest. Both vanables are random variables

An important measure of the degree of linear association between two
variables is Pearson's correlation coefficient. Consider n pairs of
measurements (X, Y,) (X; Y,), . . ., (X, Y,) the observed correlation

coefficient is denoted by r and given by
n S— —
me' -y, - D

1=

\J_qu - 21’%(\', -9
j=1 inl

The correiation coefficient, r, takes values in the range -1, +i. A

r =

positive correlation coefficient indicates that large values of one

variable are associated with large values of the other, while a negative
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correlation coefficient indicates that the relationship 18 inverse. The
absolute value of the coefficient indicates the "strength" of the
association, that is the degree to which variation in one variable is
related to variation in the other The coefficient can be used to

compare the strength of the relationship between two pairs of variables

The correiation coefficient is directly related to the coefficient of

determination in regression analysis where r = R

8.9.2 Testing hypothesis

We are frequently interested in testing the hypothesis that the population
correlation coefficient is zero, i.e that ihere is no linear relationship

between the two variables

Under & certain assumption {i.e that the pairs of measurements foilow a

bivariate normal distribution) the test statistic is

t-r\‘ql -

Under the null hypothesis this statistic follows a t-distribution with

n - 2 degrees of freedom

8.9.3 Computing correlation coefficient using SPSS-X

In SPSS-X the correlation coefficient can be calculated using the

us to print a matrix of the observed correlation coefficient between every

pair of variables mentioned.
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Example 8.6

Variables considered

MATHI1 1 Maths test score at age 11

MATH! 6 Maths test score at age 16

READ11 Reading comprehension test score at age 11
READ1 6 Reading comprehension test score at age 16
ATTENI6 Child's school attendance at age 16

DRAW? Draw-a-man score at age 7

We consider the association between several variables, all of them rejated

to education

The output of the SPSS5-X program which is displayed in job 8.6 contains A
matrix of observed correlation coefficients between every pair of
variables; and the P-value for testing the hypothesis that the population

correlation coefficient is zero

SPSS-X PROGRAM

TITLE "JOB 8.6"

FILE HANDLE NCDS

GET FILE«NCDS

PEARSON CORR MATHI1!, MATHI6, READ1l, READI6, ATTENI16, DRAW?

FINISH
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8.9.4 Comments concerning the correlation coefficient

{1) A high correlation coefficlent does not necessarily indicate that
two-veriables are related as there might be a third vanable which 1s

associated with both variables

(2) The correiation coefficlent can be misleading when the relationship

between the itwo random variables is not linear

8.10 EXERCISE

This exercise 13 an extention of example 8 5 Conduct a regression
analysis where the dependent vanable 1s READT16 and the independent one
1s READi! and report your findings. In the report address yourself to
the following- the estimated parameters, the fit of the model and the

appropriateness of the assumptions made.



MULTIVARIATE ANALYSIS

9.1 INTRODUCTION

In chapters 7 and 8 we analysed a dependeni variable measured on at least

an nterval scale In the =imple regression moede] we analys=ed the
effects of one continuous independent variable. In the one way analysis

of vanance the effects of one categorial variable called also a factor,

were of interesat.

Both models can be extended and combined The extension of a regression
mode! so that 1t includes two or more (continuous) independent varables

1s called multiple regression The extension of the analysis of vanance
so that it includes n factors 1s called n-way analysis of variance When
interest 1= focused on the effects of both categonal and continuous
vaniables the analysis is caliled analysis of covanance and the

continuous varnable 15 called covariate

All the three models - muitiple regression, n-way analysis of variance and
analysis of covariance - are too complicated to be described in a short

and compact way. A full and comprehensive description 13 beyond the
scope of this text We, therefore devote to every topic an example and a

related SPSS-X program
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9.2 MULTIPLE REGRESSION

Example 9.1

Yanables considered

NEARNP'W Net eamings per week at age 23

MATHI 6 Maths test score st age 16

HIGHQUAL Highest educational qualification at age 23
WORKHRS Current job hours of work at age 23
UNEMTIME Total months ever unemployed

SEX Sex of child

A considerable amount of research has been devoted in the last decade to
the issue of unemployment. For this example we consider the effects of
the length of unempioyment, the level of qualifications and the Maths test
score (age 16) on net weekly eamnings. In the analysis we include onily
those individuals who were in fuli-time employment at age 23. The

analysis 1s done separately for males and f{emales.

The dependent variable (Y) is NEARNPW. The independent variabies are-

UNEMTIME (X,) HIGHQUAL (X,) and MATH16 (X;). The model is

‘{-q-o»ﬂixli-ﬂzxzo'ﬂ:xa-te

where a, B, f, and B are the model's parameters and the
r vz 3

assumptions concemning the error terms (€'s) are as in the simple

regression model

An examination of the observed distribution of the variable NEARNPW, the

dependent variable, reveals that the distribution is skewed and does not
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resemble the shape of the normal curve The loganthmc transformation
is used to overcome this problem when analysing the females (note the

outliers when analysing the males).

In the analysis we might be interested in some or all the following

1asues

- Is there a linear relationship between the dependent variable and the

independent variables?

- Estimation of the mode! parameters

- Testing the hypothesis that a certain parameter 1s equal to zero

- Determining the goodness of fit of the model

- Determining the relative mportance of each independent vanable

- Checking the appropriateness of the model’'s assumptions.

The output of the SPSS-X program displayed in job 9.1 wall help us in the

analysis and in answering many of these questions
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SPSS-X PROGRAM
TITLE "JOB 9.1"
FILE HANDLE NCDS
GET FILE=NCDS
SELECT IF (SEX EQ 2)
SELECT IF (WORKHRS GT 29)
COMPUTE NEARNPWs LN{NEARNPW)
FREQUENCIES VAR= NEARNPW/
HISTOGRAM/
FORMATa NOTABLE
PEARSON CORR NEARNPW, HIGHQUAL, UNEMTIME, MATHI6
REGRESSION VAR= NEARNPW, HIGHQUAL, UNEMTIME, MATHi16/
DEPENDENT= NEARNPW/
STEPWISE/
RESIDUALS» SIZE (SMALL) HISTOGRAM. (ZRESID})/
SCATTERPLOT= («RES, «PRED}
FINISH

In the REGRESSION procedure we used the subcommand STEPWISE Stepwise 1s
a procedure for selecting independent vanables to the model. With a

given set of independent variables one can construct a variety of

regression models. There are some commonly used procedures for selecting
the variables, stepwise, forward and backward are examples of such

procedures Generally in stiepwise selection the first variadle

considered for entry into the model is the one with the largest (positive

or negative) correlation with the dependent variable. The second

variable considered for entry into the model is the one with the largest
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correlation with the dependent variable while adjusting for the effect of

the first independent variable and so on

9.3 TWO WAY ANALYSIS OF VARIANCE

Example 9.2

Varigbles considered

PARINT?7 Parental interest in child's education at age 7
TENURE | Housing tenure at age 11

READ!1 Reading comprehension test score at age 11

The NCDS data show that parental interest in the child’s education (at age
7) varles There are only 19 couples who were over concerned while 194
couples showed very lLittle interest An interesting question 18 whether
the level of parental interest affects the child’'s attainments at a later

age, for exampie his reading abihity at age 11l

School attainments are highly reiated to social class or tenure,
therefore, we will consider the effects of both tenure {age 11) and

parenta! interest (age 7) on the reading test score at age 11,

The following questions are of interest

- Is tenure related to reading acore?

- Is parental interest related to reading score?



- Estimating the mean reading test score for each category of parental

interest, with and without adjustment for tenure

The statistical procedure used to answer such questions 13 2 - way

Py |

€ way anaiysis oOf

p— e 1o — 1o -

ice, which is an eitension of the

variance model described in chapter 7

Again, an analysis of variance table is constructed by the decomposition

of vanation The tabie 13 used to test different hypotheses concerning

the population

The model assumptions are similar to those n the one-way model, that

1s normaiity and homogeneity of the variance We also assume that both

-l mlarant @amAd bamae
O LIS E Ohiud L3 '

The output of the SPS5-X program displayed in job 92 includes the
relevant analysis of variance table, adjusted and unadjusted mean reading
test scores as well as histogram to check the appropriateness of the

assumption of normality
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SPSS-X PROGRAM

TITLE “JOB 9.2"

FILE HANDLE NCDS

GET FILE=NCDS

RECODE TENURELL (3, 4 = 3) (5 = 4) (6 = -{)
FREQUENCIES VAR= READI1/ FORMAT= NOTABLE/ HISTOGRAM
ANOVA READI1 BY TENUREii (1. 4} PARINT7 (1, 7)
STATISTICS 1, 3

FINISH

9.4 ANALYSIS OF COVARIANCE

Example 9.3

Variables consjdered

HT23 Height at age 23 in cm

PAHT Father’'s height in inches

CURRSOQC Social class of current job at age 23
SEX Sex of child

In chapter 7 example 7 1, we analysed differences in male height among

different socia! classes. We conciuded that i1t 1s rather unlikely that

men in the four social class categories have on average, the same height

In chapter 8, example 8 2, we analysed the relationship between fathers’

and sons’ height and concluded that some 207 of the vanation in male

height can be explamned by the father's height
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We will now consider again the question of differences in male height

between different =social classes but this time after adjusting for the

father's height

The statistical procedure which can be used to answer such a question 1is
analysis of covariance. Generally, regression procedures are used to
remove variation in the dependent variable (height) due to the covariate
(father's height) and an analysis of variance is then performed on the
"correlated” scores The dependent variable is HTZ23, the covariate 1s

PAHT and the factor is CURRSOC

We assume ithat the interaction between father's height and social class s

zero A test of this assumption can be performed using the SPSS-X MANOVA

procedure

The output of the SPSS-X program displayed in job 9.3 includes the

following-

- An analysis of vanance table for a model whch includes the social

class category and the father's height (as a covanate).

- A multiple classification analysis (MCA) which presents for each social
class category both the unadjusted and the adjusted deviations from the

the grand mean. {The adjustment is done for the covariate).
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SPSS-X PROGRAM

TITLE “JOB 9.3"

FILE HANDLE NCDS

GET FILE=NCDS

SELECT IF (SEX EQ 1)

SELECT IF (HT23 LT 300)

RECODE CURRSOC (1, 2 = {) (3 = 2) (4 = 3) (5, 6. 7 = 4)
ANOVA HT23 BY CURRSOC (1. 4) WITH PAHT/

STATISTICS 1

FINISH
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APPPENDIX A

A list of variable names and labels.

VARIABLE LABELS

SEX
NATIONOD
BIRTHWT
MASMOKE
MANT
PAHT
PASCO
READ7
DRAW?
PARINT?
HT11
HT11
READ11
MATH11
TENURE!]
NKIDS11
CROWD1&
READ1S
READT14
MATH1&
ATTEN1S
LIKES14
SCHLT16
HT23
LEFTED
HIGHAUAL
WORKHRS
NEARNPW
GEARNPW
CURRSOC
UNEMT IME
VOTED

Sex of child

Mation at birth

Child’'s weight at birth 1n grams

Whether mother smoked 1n pregnancy
Mother's height 1n 1nches

Father's height 1n inches

Father's social class at child’'s birth
Southgate reading score at age 7

Draw-a-man score at age 7

Parental interest in child’'s education at age 7
Child’'s height at age 11 1n cm

€hild‘s weight at age 11 1n kgs

Reading comprehension test score at age 11!
Mathematics test score at age 11

Housing tenure at age 11

No of children under 21 1n family at age 11
Number of psrsons per room at age 15
Reading comprehension test score at age 16

Transformed reading comprehension test scores at age 14

Mathematics test score at age 146

Child's school attendance at age lé

1 do not like school at age 164

School type at age 14

Height at 23 i1n cm

Age completed FT education (month no)

Highest educational qualification at age 23
Current job hours of work at age 23

Net sarnings per wesk (from main job) at age 23
Gross sarnings per week (from main job) at age 23
Social class of current {(or last) job at aqge 23
Total months evear unemployed

Party voted for 1n 1979 general election

The data set also i1ncludes an additicnal variable the ID number (referred
to also as CASEID) which 1s usad as an identifier.



- 117 -
A.2 A DETAILED VARIABLE LIST

Variable names, codes and brief descriptions

SEX Sex of child
(1) Male
(2) Female
(-1) No answer

NATIONO Nation at birth
(1) England
(2) Wales

(3) Scotiand
(-1) No answer
BIRTHWT Child's weight at birth in grams

Range 1106 - 5330
(-1) No answer

MASMOKE Whether mother smoked in pregnancy
{1} MNonsmoker
(2 1 to 4 daily

(3) 5 to 9 daily
(4) 10 to 14 daily
(5) 15 to 19 daly
(6) 20 to 24 daily
(7) 25 to 29 dally
(8) 30 or more daily
{9) Varies

(-1) No answer

MAHT Mother's height m inches (self reported)
Range 54 - 72
(-1) No answer

PAHT Father's height in inches (reported by mother)
Range 50 - 76
(=1) No answer

PASCO Father's social class at child’s birth
(1) Professional
{2) Intermediate
{3) Skilied non-manual
(4} Skilled manual
(5) Semi-skilled
(6} Unskilled
(-1) No answer

READ?7 Southgate reading test score at age 7
Range 0 - 30
(-1) No answer
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DRAW? Draw-a-man score at age 7
Range 0 - 47
{-1) No answer
{-2) Not sducational

PARINT? Parental interest in child’'s education at age 7
(1) Both over concerned
(2) Both very interested
(3) Both little interested
{4) 1 over concermmed ! very Interested
{S) 1 over concerned ! not very interested
{6) | very iInterested | not very interested
(7) Either little interested
{8) Other combinations
(-1) No answer

HT11 Child's height at age 11 in cm
Range 112 - 170
(-1} No answer

WwWT11l Child’'s weight at age 11 in kgs
Range 227 - 771
(-1) No answer

READLI Reading comprehension iest score at age 11
Range 0 - 34
(-1) No answer

MATHI 1 Mathematics test score at age |1l
Range 0 - 40
(-1) No answer

TENURE | Housing tenure at age 11
{1) Owner occupier
(2) Council tenant
{3) Private rented - unfurnished
(4) Private rented - fumished
(5) Tied to occupation
(6) Other
(-1) No answer

NKIDS11 Number of children under 21 in the family, at age 1
Actual number (Range | - 8)

(9) Nine or more children
(-1) No answer

CROWD16 Number of persons per room at age 16
(1) Up to 1
(2) Over 1 and up to 1.5
(3) Over 1.5 and up to 2
{4) Over 2
{-1) No answer
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READ! 6 Reading comprehension test score at age 16
Range 3 - 35
(-1) No answer

READT16 Transformed reading comprehension test score at age 16
Range -257 - +249
(-99) No answer

MATH16 Mathematics test score at age 16
Range 0 - 31
{(-1) No answer

ATTENI1S Child's school attendance at age 16
Percentage of attendance in Autumn term 973
(-1) No answer
(-2) No answer

LIKES!1®6 I do not like school - at age 16
(1) Very true
(2) Partly true
(3) Cannot say
(4] Partly untrue
(5} Not true at all
{-1) No answer

SCHLT16 School type at age 16
(1} Comprehensive
(2) Grammar
(3) Secondary modem
{4) Independent and direct grant
(S5) Other
(-1) No answer

HT23 Height at age 23 in cm
Range 137 16 - 22606
(-1) No answer

LEFTED Age completed FT education
Age in months the respondent left full-time continuocus education
Range 182 - 307
(-1} No answer
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HIGHQUAL Highest educational qualification at age 23
(1) Higher degree
(2) Degree

(3) Teacher

(4} Higher technicat

{S) Nurse

{(6) At least 2 A levels

{Z) 1 A ieve! or ONC, TEC

(8) S O levels or crafts

{(9) O levels and some other formal qualification (e g. RSA)
(10) O levels only

(11) No O level but some other formal quatification (e.g. RSA)
(12) Apprenticeship

(13) Foreign

{14) Other

{15) None

{-1) No answer

WORKHRS Current job hours of work at age 23
Range 6 - 99
(-2) Varies
(-1} No answer

NEARNPW Net earnings per week from main job at age 23 in pounds
Range 4 00 to 400.00
(-1) No answer

GEARNPW Gross earnings per week from main job at age 23 in pounds
Range 4.00 - 500.00
{-1) No answer

CURRSOC Social ciass of current or iast job at age 23
(1) Professional
(2) Intermediate
(3) Skilled non-manual
{4) Skilled manuai
(5) Semi-skiiled non-manual
(6) Semi-skilled manual
{(7) Unskilled
(-1) No answer

UNEMTIME Total months ever unempioyed up to age 23
Range 0 - 86
(-1) No answer
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VOTED Party voted for in the 1979 general election
(1) Conservative
(2) Labour
(3) Liberal
(4) Social Democrat
(5) Welsh National
(6) Scots National
{7) National Front
{8) Communist

{9) swp
(10) WRP
(1i) Other

(97) Refused

(98) Don't know (Don’t remember)
(99) Did not vote

(-1} No answer
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AFFENDIX B
STATISTICAL TABLES

Table B.1: Arwas under the Standard Normal Curve
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1 INTRODUCTION TO THE TEACHING DATA SET

The NCDS Sociology Teaching Data Set has been developed in
order to give undergraduate sociology students a practical
introduction to sociology. The teaching set has been
organised around the theme of stratification in society, and
has been designed in order to allow students to explore for
themselves some of the elements of structural inequality.

The Teaching Data Set is a subset of the full National Child
Development Study, and contains variables from the original
perinatal study, and later sweeps when the cohort was aged 7,
11, 16 and 23 years (see General Introduction for more
details).

Why use a teaching data set?

a) To teach students about stratification in society. The
teaching data set can be used as an adjunct to theoretical
teaching. It shows that apparently abstract concepts, such
as stratification and inequality, are empirically
researchable.

b) To train students to look at methodology and data as
potential contributors to sociological theory. The NCDS
Teaching data set in particular shows how access to
longitudinal data allows longitudinal analysis of class and
the development of the concept of class trajectories.

c) To provide practical training in quantitative social
research. Through the NCDS Teaching data set, students can
learn basic computing skills, and some simple data analytic
techniques.

d) The NCDS Teaching data set introduces students to the
idea of research through the secondary analysis of existing
data sets. This is a growing area of social research.
Specifically, students are introduced to the NCDS as an
available source of longitudinal data.

How to use it

The teaching data set assumes no prior knowlédge of computing
or quantitative research methods on the part of the student.
The exercises are derived with the undergraduate sociology
student in mind. The data sets are supplied in the form of
SPSS-X system files, and the exercises have been written for
use with SPSS-X, but could be adapted to other statistical
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packages, such as P-STAT or SAS. These exercises are only
intended to be illustrative; students may wish to undertake
different analyses or use different techniques.

The Codebook supplied with the exercises introduces the data
set to the student. Each variable is briefly described and
frequencies given. Also included are some explanatory notes
on using SPSS-X.

Guide to sections -

The exercises have been divided into seven sections, each
dealing with a different aspect of social inequality, as
follows:

Occupational Class

Gender

Education
Inter-generational Mobility
Intra-generational Mobility
Housing

Class Identification

On each topic exercises are proposed which begin to address
some of the theoretical and methodological problems. The aim
is to encourage students to question some of the standard
ways in which class and inequality are conceived, and to
re-assess the use of basic indicators of inequality.

Occupational class is examined first. The difficulties of
using this measure as an indicator of inequality among young
people are shown. Gender inequalities both between men and
women and among women are addressed in the next section, and
some examples of inequalities and the reasons they exist are
indicated through the exercises. The section on education
shows differential access to educational opportunity and the
extent to which inequalities relating to gender and class of
origin can be overcome through educational achievement.

In the next two sections inter-generational and
intra-generational class mobility are explored, and class
transmission is revealed as a complicated process. Class
careers of families over three generations, and of
individuals over sixteen years are examined in consecutive
sections.

Finally, the exercises end with an examination of some of the
social outcomes of stratification. First, housing tenure is



examined, both in terms of housing trends between 1958 and
1974, and in terms of the housing "careers" of the cohort and
their parents. Then, class identification is briefly
addressed through analysis of the voting behaviour of the
cohort and their membership of trade unions.

The importance of longitudinal data is shown through the
exercises concerned with social mobility and with housing
trends. The exercises suggest that cross-sectional data may
only provide a partial picture and the processes underlying
current behaviour should still be recognised. The social
scientist who lacks access to longitudinal data can thus
still take account of the social processes which are
continually taking place and which affect the cross-sectional
picture of society which is more generally studied.

2 STRATIFICATION IN SOCIETY

The concept of social stratification is a central theme in
sociology. It is used to describe the structure of
inequality, and to define the position of the individual or
group within this structure. In industrial societies,
inequalities of access to wealth and power may be associated
with a number factors: social class, gender and race are
three. 1In non-industrial societies, power and prestige may
be more associated with age. In general, it might be said
that society is stratified along different dimensions, which
inter-relate. There are problems when we attempt to
indentify the dimensions of stratification, and when we try
to determine the relationship between them.

It is impossible to provide more than a brief overview of
some of the issues in the few pages available. We shall
consider only some of the issues concerning the concept and
measurement of social class, and gender inequalities.

Most studies of social inequality are based on social class.
The measurement of social class is a preoccupation of many
sociologists but should always be seen as leading towards a
more meaningful understanding of the social structure rather
than towards a rigid categorisation. The meaning of social
class in its widest context should constantly be informing
the analysis of class in the narrower confines of the
occupational structure.

In the United States, high levels of social mobility led
liberal sociologists like Blau and Duncan (1967) to conclude
that social stratification was far from rigid, as Marx had
suggested, and that the mobility in American society would
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eventually lead to universalism, or social equality. Social
class is thus treated as a question of achievement rather
than ascription. Marxist and Weberian explanations of
stratification have generally been rejected in favour of a
schema which produces a hierarchical ordering of
socio—-economic groups along a continuum, with no implication
of a class struggle, or even division between manual and
non-manual workers ("non-egalitarian classnessness",
according to Ossowski, 1963).

Most European analyses of stratification tend to emphasise
the rigidity rather than fluidity of the class structure.
Post Marxist analyses of class stress the relationship
between labour and capital, but many also emphasise the
juxtaposition of manual and non-manual occupational classes.
Some Marxian class analysis therefore sees manual and
non-manual workers in opposition to one another, rather than
as part of the same hierarchy. E.Q0. Wright (1976) has
extended the definition of the capitalist class to include
managers, who have power over the working class though they
do not own capital, while manual and other non-manual workers
form the proletariat. He has been criticised for paying
undue attention to the class affiliation of intermediate
non-manual workers, by Goldthorpe (1980) who points out that
this is a highly mobile and fluctuating group.

Most British approaches to class analysis produce a roughly
hierarchical ordering of social class according to
socio-economic criteria, on the basis (following Weber) that
the categories reflect life chances. There is some agreement
among sociologists about the relatively stable upper and
lower ends of the occupational hierarchy (professions and
senior managers at the top, and unskilled manual workers at
the bottom), but disagreement over the treatment of the more
mobile intermediate classes. Hall and Jones (1950) perceive
junior non-manual workers to be in a lower position than
foremen but on the same level as skilled manual workers.
Goldthorpe (1980) on the other hand, defines four distinct
intermediate classes (clerical workers, small shopkeepers,
foremen and skilled manual workers) movement between which
would not constitute upward mobility. Broadly, as Heath
(1981) points out, class schemata vary according to the use
to which they are to be applied, as well as to theoretical
considerations.

In the relative national prosperity on the 1950s and 1960s,
the improved situation of the working class led many people
to believe that class divisions were decreasing, as the
working class became members of the bourgeoisie. The
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occupational structure was changing, and more people were
entering white collar work; the 1948 Education Act led to
greater educational opportunities for many. The traditional
working class appeared to be in decline. The Oxford Mobility
Study of the "Affluent Worker" tested the embourgeoisement
theory, and found little evidence that the manual workers in
their study shared the values and attitudes of the middle
class (Goldthorpe et al., 1967).

Social Mobility

The study of social mobility attempts to determine the degree
of openness of the class structure. If the class structure
is open, then rates of social mobility will be high, while if
the class structure is relatively closed, classes will be
more stable. There are two main elements to social mobility,
both of which must be examined if conclusions about the class
structure, and prospects for change, are to be drawn:
intergenerational social mobility, the extent to which social
class is transmitted from one generation to another, and
intragenerational social mobility, which describes class
careers during an individual’s life course.

What are the routes to upward social mobility? Heath (1981)
and Goldthorpe (1980) have suggested three main routes to the
higher classes in society: inheritance of privilege,
education, and promotion from the shop floor. Direct
inheritance of privilege occurs rarely in the present day,
and class of origin is more: likely to affect social class
destination in indirect ways, such as through education,
health and housing. The educational route is perhaps the
chief means through which the working class may gain upward
mobility. Achievement through work careers can help those of
both classes of origin to gain social mobility
intra-generationally. Access to the various routes to upward
mobility varies, though.

Women and Class Theory

It is only in recent years that any serious attempt has been
made to incorporate women into class theory directly.
Hitherto, social class was only seen as ascribed to a woman
through her father’s or husband’s occupational class, and the
woman’s own occupational class was not considered to be of
sociological interest. Women have thus been excluded from
most studies of social mobility and social class on the

5



grounds that they are economically dependent on their
husbands even if they work (there has been little
consideration of the possibility that husbands may be equally
dependent upon them) and that gender differences tend to
underline class differences rather than cut across them
(Goldthorpe, 1980; Westergaard and Resler, 1975).

Erik Olin Wright’s (1978) position was not dissimilar, though
his comments are restricted to housewives and do not include
women in the paid labour force. He considered that
housewives held a "contradictory class location" since their
class interests were essentially those of their husband, the
worker and "that the sexual division of labour does not
create a division of fundamental class interests between
husbands and their housewives".

The suggestion that the class fates of women are determined
by their menfolk has only recently been more fully debated.
There has been criticism of intellectual sexism among
sociologists (see Oakley, 1974; Delphy, 1981), which is
likely to influence both orientation to research and
findings. In contrast, others have shown that a woman’s own
occupational class crucially affects fertility and voting
behaviour (Heath and Britten, 1984). Studies of the domestic
division of labour have highlighted the inequalities within
the home (J. Pahl,1983).

Whether gender inequalities cross-cut social class
inequalities or occur within the class structure is an issue
widely debated in the present day. Much of the debate
concerns the division of labour in the home, and the
recognition of housework as unpaid work. If housewives are
not to be ascribed a social class according to their
husband’s occupational class, then it becomes necessary,
among women who are not in paid work, to assign them to an
occupational class on the basis of their work in the home.

Our concern here, however, is with the position of women in
the labour market, since most women in the NCDS are in paid
employment at 23 years rather than full-time housewives. It
is not the division of labour in the home which we shall be
examining, though expectations of marriage and having
children may lead women to have lower expectations of work
careers than men.

Suggested General Reading

Beechey, V. and Whitelegg, E. (eds) (1986) Women in Britain
Today, Open University Press.
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Dex, S. (1985) The Sexual Division of Work, Wheatsheaf Books.

Giddens, A. and MacKenzie, G. (eds) (1982) Social Class and
The Division of Labour, Cambridge University Press.

Haralambos, M. (ed.) (1985) Sociology: New Directions
Causeway Press.

O’Donnell, M. (1983) New Introductory Reader in Sociology,
Harrap.

Worsley, P. (ed.) (1987) The New Introducing Sociology,
Penguin Books

3 OCCUPATIONAL CLASS

There have been a number of schema of occupational class.
The first originated in 1911 with the Registrar General’s
Classification which attempts to group people according to
their levels of occupational skill. The most common current
classification is by OPCS socio-economic groups, which aims
to bring together people with jobs of similar social and
economic status (OPCS, 1980).

Occupational class in the NCDS 1981 Sweep is based on the
OPCS socio-economic group of the cohort’s current (1981) or
last job. Those who have never been in paid employment
therefore have no socio-economic group or occupational class
assigned to them. This is an important point. In fact,
among the NCDS cohort, few have never held a job, since
unemployment among school leavers was relatively low in the
mid-seventies when they left education, in contrast to the
situation currently. The study of a cohort of school leavers
in the mid 1980s, would have to consider alternative
indicators of social class, including the possibility of
assigning all those who have never been employed to a
separate class or consider them as marginal to the class
structure of society. This is not necessary for the current
NCDS data.

There are considerable problems with the relevance of these
occupational class schema for women. They were developed for
men and reflect the male occupational structure. Women tend
to be concentrated in junior non-manual and semi-skilled
manual work, and under-represented in some other groups.



Occupational ‘ Socio-Economic Examples of
Class Group Occupations
1 Higher ' 3, 4 Accountants, lawyers,
Professional medical practitioners
2 Intermediate Non-manual 1, 2, Managers, self-employed,
& Lower Professionals 5*, 13 teachers, nurses
3 Junior S5*, 6%* Office supervisors,
Non-Manual typists, clerks
4 Skilled 8,9 Foremen, drivers,
Manual 12,14 craftsmen, skilled
production workers
5 Semi-Skilled 6*x, 17, Personal service
workers, Manual 10, 15 shop assistants,
packers
6 Unskilled 11 Labourers, cleaners
Manual

* Shop assistants have been grouped with semi-skilled manual
workers, and .lower professionals with intermediate non-manual
workers in order to create a class schema which is more
meaningful for the study of women and young people.

Research Questions

How well can young workers be categorised according to their
occupational class? While occupational class may provide a
good indicator of the position of older adults in the social
structure, for example in terms of their life chances, their
social status, is this the case for young people? (Jones,
1986b)

One way to begin to examine this question is to look at the
extent of heterogeneity within occupational classes. Who
occupies the different occupational classes? If occupational
class is the most important indicator of life chances for the
NCDS cohort, then classes might be expected to be fairly
homogeneous in other respects. The greater the heterogeneity
of class composition, the more likely it is that other
factors are present which may influence life chances.



The following exercise examines this. The analysis will show
whether the young working class and middle class are
homogeneous groupings. Analysis will be by class of origin,
current occupational class and gender and will show the
extent of heterogeneity in each group. To what extent is
occupational class likely to be a reliable measure of social
class in youth? Might other indicators such as class of
origin and gender also be needed for an analysis of
inequality?

Variables Needed:

SEX Sex of Respondent
CLASS Occupational Class at 23 years
PACLASS Father’s Occupational Class 1974 or 1969

Suggested Analysis:

Exercise 3.1: Occupational Class distributions by gender

Are classes equally occupied by men and women, or are some
classes dominated by one sex? The following crosstabulation
of occupational class by sex will show the extent of gender
segregation in the occupational structure.

CROSSTABS CLASS BY SEX
OPTIONS 4

Can you see and account for any gender differences in class
composition? They are explored more fully in later
exercises.

Exercise 3.2: Heterogeneity of Class of Origin

To what extent does current occupational class at 23 years
reflect class of origin? Does inter-generational stability
occur equally within the manual and non-manual classes? Is
there homogeneity of class of origin within current
occupational classes?

(Note: In two-way tables, we can examine the way in which
the dependent variable varies according to the categories of
the independent variable. 1In three-way tables, where a
control variable is used, we examine variation in the
dependent variable according to the categories of the
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independent variable, by eliminating the effects of a third
variable which may be influencing the relationship with the
first two).

Crosstabulate class by father’s class by sex. Then do a
further analysis, crosstabulating father’s class by .
respondent’s occupational class by sex. The first tables
will show class destinations and the second tables will show
class origins. Since the occupational class structure varies
by age and gender, some variation between father’s class and
son’s or daughter’s class is to be expected. Obtain
standardised residuals from a model of no association for
each table. This procedure is a means of controlling for the
different marginal distributions (for respondent’s class and
father’s class). Residuals of more than 2 or less than -2
are considered significant.

a) CROSSTABS CLASS BY PACLASS BY SEX
OPTIONS 4 16

These tables show class destinations. Do people have equal
chances of entering each occupational class, regardless of
their class of origin?

b) CROSSTABS PACLASS BY CLASS BY SEX
OPTIONS 4 16

These table show class origins of current occupants of
occupational classes. Does class membership occur among
people of the same class of origin or is there no association
between current occupational class and class of origin?

Which classes are the most homogeneous and which the most
heterogeneous in terms of class of origin?

Exercise 3.3

Does upward mobility equal downward mobility in the above
tables? Measure upward or downward mobility as movement by
one class or more from class of origin, in the class
destination tables. The best way to do this is to draw the
leading diagonal (those in the same class as their fathers),
sum the cell counts and work out the percentage of the total
table count. Then sum the cell counts for the triangle top
right of the diagonal (these are the upwardly mobile) and
work out what percentage they are of the total table count.
Finally do the same for the lower left triangle (the

10



downwardly mobile). Then you can compare upward and downward
mobility across the tables. Does upward mobility equal
downward mobility? If not, can you account for this?

These introductory exercises have shown that occupational
class is only one dimension of stratification in society. 1In
the following exercises, we shall examine other class
indicators and look more closely at social mobility.

11



4. GENDER

Gender inequality is a major dimension of stratification in
society. Gender inequalities in the labour market can be
seen in the gender segregation of occupations, and the lower
prestige and pay of many occupations typically held by women.
Women’s position in the labour market is, however, crucially
affected by the sexual division of labour in the home. Woman
are seen as responsible for child care and housework, and
these gender-related domestic roles affect their labour
market participation. Women with children, particularly
young ones, are thus more likely to be out of the paid labour
force, or in part-time work.

Research Questions

Does gender inequality occur within class or do class
divisions occur within the gender structure of society? What
is the extent of inequality between women? Is there more
inequality between working class women and middle class
women, for example, than there is between men and women
within the middle class or within the working class?

Variables Needed:

SEX Sex of respondent

CLASS Occupational Class at 23 years

PACLASS Father’s Occupational Class 1974 or 1969
EARNINGS Respondent’s Hourly Income

EMPSTAT Employment Status

WORKHRS Hours of Work

MARITAL Marital Status

CHILDREN Number of Children

EDLAGE Age in years left full-time continuous
education

Suggested Analysis:

Exercise 4.1:

Exercise 3.1 has already shown that there are gender
differences in the occupational class structure, suggesting
that women have less access than men to jobs in the higher
occupational classes. Perhaps this is because men obtain
more educational qualifications than women. Is there
equality of occupational opportunity among men and women with
the same educational levels? Or does gender inequality
over-ride educational ability? The following analysis will

12



show whether, when educational level is controlled for, men
or women are more likely to be in the higher occupational
classes (1 and 2).

By controlling for educational level, we can analyse class by
gender within educational categories, and thus see whether,
even among those of similar education, occupational class is
still affected by gender.

a) Decide where to dichotomise EDLAGE and recode
accordingly.
For example:

RECODE EDLAGE (15 THRU 17=1) (18 THRU HI=2)
and add your own value labels. For example:
VALUE LABELS EDLAGE 1 ‘under 18’ 2 7’18 or over’

b) CROSSTABS CLASS BY SEX BY EDLAGE
OPTIONS 4

The above analysis will also show, however, that among the
less educated, women are in a higher occupational class than
men. While more men are in occupational Class 4 than any
other occupational class, women are most often in
Occupational Class 3. Does this mean that lack of education
is less of a handicap for women than for men? This will be
examined next. .

Exercise 4.2: Relative Earnings of Men and Women

Should the occupational class structure be seen as a
hierarchy, or are the intermediate classes, 3 and 4, far less
clearly ordered? Exercise 2.1 showed that women are mainly
in Class 3 while men are mainly in Class 4. Does this mean
that women are advantaged in comparison with men?

This exercise examines the characteristics of Classes 3 and
4. Earnings can also be compared within the other
occupational classes. Only those in paid employment are
selected.

First recode EARNINGS into two values. Then crosstabulate by
class and sex.

13



SELECT IF (EMPSTAT EQ 2)

RECODE EARNINGS ( THRU =1) ( THRU
VALUE LABELS EARNINGS 1 * ' 2 * ¢
CROSSTABS EARNINGS BY CLASS BY SEX

OPTIONS 4

2)

Is the manual/non-manual division as meaningful for women as
it is for men? When incomes are compared, are male manual
workers seen to earn more than female non-manual workers?
Who earns most, a man in Class 4 or a woman in Class 3?
Exercise 4.3: Intra-gender inequalities

One of the main reasons why women are disadvantaged in the
labour market, is because their working careers are
interrupted by child-rearing. When they return to the labour
market after having children, they are often in a lower
occupational class than they were in before. The following
exercise explores some of the reasons for this, and examines
some within-gender inequalities which result from childbirth.

Compare single, childless women with married women and women
with children to show the effect of marriage and childbirth
on women’s occupational class.

SELECT IF ((SEX EQ 2) AND (EMPSTAT EQ 2))
CROSSTABS CLASS BY MARITAL, CHILDREN
OPTIONS 4

Is it marriage or having children which most affects women’s
class chances?

Exercise 4.4:

Repeat the above exercises for men:
SELECT IF (SEX EQ 1)

then as before. Do marriage and children have the same
effect on men’s occupational status?

Exercise 4.5: The effect of gender roles in the home

Gender inequalities in class and income may result from
women’s restricted participation in the labour force, due to
their additional roles in the home. The working hours of
women, especially with young children, may therefore account
for many of the gender inequalities in the labour market. To
what extent are gender inequalities in the labour market the
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outcome of differences in working hours, and gender roles in
the home. Do marriage and children affect labour market
outcomes for men in the same way as they do for women?

Among those with children and currently employed, what is the
association between hours in paid work and current
occupational class? What are the gender differences when
hours of work are controlled for?

a) SELECT IF ((CHILDREN EQ 1) AND (EMPSTAT EQ 2))
RECODE WORKHRS (1 THRU 29=1) (30 THRU HI=2)
VALUE LABELS WORKHRS 1 ’PART-TIME’ 2 ’'FULL-TIME’
CROSSTABS CLASS BY SEX BY WORKHRS
OPTIONS 4

If current class may be affected by working hours (and
ultimately by gender roles in the home) will there still be
gender differences in class distribution and earnings if
respondents with children are excluded from the analysis?

b) SELECT IF ((CHILDREN EQ 0) AND (EMPSTAT EQ 2))
RECODE EARNINGS ( THRU =1) ( THROU =2)/
WORKHRS (1 THRU 29=1) (30 THRU HI=2)/
VALUE LABELS EARNINGS 1 * * 2 ' "/
WORKHRS 1 ‘PART-TIME’ 2 ‘FULL-TIME’/
CROSSTABS EARNINGS BY SEX BY WORKHRS
OPTIONS 4

What do the results suggest? 1Is there gender inequality in
class and earnings even between childless women and men? To
what extent is gender inequality in the labour market the
direct result of the division of labour, and gender roles, in
the home?
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5. EDUCATION

The education system provides the major possibility of
enhancing a person’s life chances. The association between
education and production is close enough for it to have been
described as a "class-allocatory device" (Bernstein, 1975).
Success in the educational sphere will often be followed by
success in the occupational sphere, sometimes involving
upward class mobility. Conversely, lack of educational
success may lead to low prestige work and downward social
mobility. In general, though, because educational
opportunities vary by social class, the education system is
more likely to help perpetuate social inequalities, as "an
integral element in the reproduction of the prevailing class
structure of society" (Bowles and Gintis, 1976).

Research Questions

The exercises will examine educational achievement as one of
the major means of achieving high occupational status, of
class stability among the middle class, and of achieving
upward inter-generational mobility from the working class.

If education is important to social class outcomes, do people
have equal access to education, or can inequality of access
be seen? The analysis will show whether there is equal
access to educational opportunity. The exercises will show
the effect of class of origin on years in education, by
gender.

Variables Needed

SEX Sex of respondent

CLASS Occupational Class at 23 years

EDLAGE Age in years left continuous full-time
education

PACLASS Father’s Occupational Class in 1974 or 1969
MEDLAGE Age mother left full-time education

PEDLAGE Age father left full-time education

HIGHQUAL Highest educational qualification at 23 years

Suggested Analysis

Exercise 5.1:

The exercise examines the association between class of origin
and age of leaving full-time continuous education. Do all
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children have equal opportunities in education or does class
of origin affect educational level?

RECODE PACLASS (1,2,3=1) (4,5,6=2)/
EDLAGE (15 THRU 17=1) (18 THRU HI=2)/
VALUE LABELS PACLASS 1 ‘NON-MANUAL’ 2 ’MANUAL’/
EDLAGE 1 ‘UNDER 18’ 2 ‘18 OR OVER’/
CROSSTABS EDLAGE BY PACLASS
OPTIONS 4

Exercise 5.2:

Inter-generational comparisons can show the respondent’s age

at leaving education in relation to that of his/her parents,

to show family orientations towards educational achievement.

Staying on at school after the minimum school leaving age may
be associated with the parents’ own educational backgrounds,

as well as with their occupational class.

Compare the age at which the respondent left full-time
education with that of the father and mother. 1Is there
variation within class of origin, according to the family’s
history of education?

First recode EDLAGE into two categories. Then examine the
relationship between the respondent’s educational level and
that of the parent, thus:

CROSSTABS EDLAGE BY PEDLAGE/
EDLAGE BY MEDLAGE/
OPTIONS 4

What gender differences occur? For example, does a father’s
education affect a son’s education more than that of a
daughter, while a mother’s education may seem to affect that
of her daughter? Do the crosstabulation again, first for
sons and then for daughters, by selecting for SEX.

Exercise 5.3:

What is the association between educational achievement and
occupational class? Cross-tabulate Current Occupational
Class by Highest Educational Qualification controlling for
gender.
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First, recode HIGHQUAL into three categories 1) No
qualifications, 2) Up to 5 'O’ Levels, 3) Higher
qualifications. Look at the original category labels in the
CODEBOOK when deciding how to do this.

RECODE HIGHQUAL ( =1) ( =2) ( =3)/
VALUE LABELS HIGHQUAL 1 'NO QUAL’ 2 ’5 O LEVELS OR
LESS'
3 ’HIGHER QUALS’/
CROSSTABS CLASS BY HIGHQUAL BY SEX
OPTIONS 4

Exercise 5.4:

To what extent can educational qualifications overcome the
effect of class of origin on current occupational class? Do
the following exercise first for men and then for women.
First recode HIGHQUAL as before, then

SELECT IF (SEX EQ 1)
RECODE PACLASS (1,2,3=1)(4,5,6=2)/
CROSSTABS CLASS BY PACLASS BY HIGHQUAL
OPTIONS 4

Then repeat, substituting
SELECT IF (SEX EQ 2)

Exercise 5.5:

Does educational achievement help women to enter the higher
occupational classes to the same extent as it helps men? Or
are women in lower occupational classes than men even when
educational level is controlled for?

First, recode HIGHQUAL as before. Then recode CLASS into
three groups. This will allow simpler gender comparisons.

RECODE CLASS (1,2=1) (3,4=2) (5, 6=3)

CROSSTABS CLASS BY SEX BY HIGHQUAL
OPTIONS 4
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6. INTER-GENERATIONAL MOBILITY

The study of inter-generational mobility can indicate the
fluidity of the class structure and its openness to new
members from each generation. The study is made difficult,
however, because of the problems associated with comparing,
for example, the occupational class of, a son with that of
his father. The point at which the measurement of class is
chosen for each may reflect their different ages, different
points in their work careers, and the changing occupational
class structure. The question arises whether the researcher
is measuring social mobility, occupational class mobility or
the historical changes in the class structure. As far as the
latter is concerned, the principal change has been in the
decrease in manual workers, with the decline in manufacturing
industry over the last twenty years, and the increase in
non-manual work in the service industries. The last few
decades have also seen an increase in the numbers of women
returning to the labour market, often on a part-time basis,
after having children. The increased participation of women
in the labour market has changed the overall occupational
structure. For all these reasons, the increase in the
numbers of non-manual workers on a structural level should
not be confused with upward inter-generational mobility
within families.

This section will show the extent to which class is
"inherited”, generally indirectly through access to or lack
of advantages in education and other class related resources.

Research Questions

The following exercises examine INTER-generational social
mobility: occupational class by father’s class by gender,
using a revised class schema to allow gender comparisons. As
was seen earlier, it is not appropriate to dichotomise
occupational classes into non-manual and manual in the case
of women. An expedient which allows recoding into fewer
categories, and which can be applied to both men and women,
is to group into higher, intermediate and lower classes.

The exercises show how the class structure is maintained, so
that children tend to be in the same occupational class as
their parents. The NCDS data suggests, though, that the
transmission of class from parent to child is a complicated
process. These exercises and the next section, on
INTRA-generational mobility, show the extent to which both
are often needed to ensure the stability of the middle class.

19



The exercises can also tell us something about the nature of
the class structure. They will indicate its fluidity, by
showing the extent of upward and downward mobility. In
addition, though, they will also help us test hypotheses
about whether or not occupational classes should be seen as a
continuous scale ranging from low to high classes. Do the
upwardly mobile move through the intermediate classes to the
higher classes? Or do you find that manual and non-manual
classes each are formed of separate hierarchies?

Variables Needed

SEX Sex of respondent

CLASS Occupational Class at 23 years

CLASS1 Occupational Class in first job

PACLASS . Father’s Occupational Class in 1974 or 1969
MACLS58 Mother’s Occupational Class in 1958

MACLS74 Mother’s Occupational Class in 1974
PGFCLASS Paternal Grandfather’s Occupational Class
MGFCLASS Maternal Grandfather’s Occupational Class

Suggested Analysis

Exercise 6.1:

Do women "inherit" their father’s class to the same extent as
men? Are there actual gender differences in
inter-generational mobility or are apparent differences the
result of the difficulty of comparing women’s occupational
class with that of their fathers? This exercise compares the
inter-generational mobility of men and women at 23 years, by
cross-tabulating Occupational Class by father’s class by
gender. Selection of Option 16 will obtain standardised
residuals (see Exercise 3.2).

CROSSTABS CLASS BY PACLASS BY SEX
OPTIONS 4 16

A model of no association would show that all have equal
chances of entering the higher occuptionsl classes. Analysis
of the standardised residuals will show how well the "no
association model" fits. .

Exercise 6.2: Mobility across three generations

Inter-generational mobility across three generations can also
be examined. The class route from grandfathers (both
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paternal and maternal) to parents to the respondent can be
examined, though it will be necessary to take into account
the changes in the occupational structure that have taken

place over time. In other words, time trend effects will

confuse the picture of inter-generational mobility.

How much inter-generational class stability and mobility is

there across three generations? Which classes are the most

stable? It will be best to restrict this analysis to men,
___though you could repeat the exercise for women later.

'SELECT IF (SEX EQ 1)

RECODE CLASS PACLASS PGFCLASS (1,2, 3=1) (4,5, 6=2)

VALUE LABELS CLASS PACLASS PGFCLASS 1 '/ NON-MANUAL’
2 'MANUAL’/

CROSSTABS CLASS BY PACLASS BY PGFCLASS

OPTIONS 4 16

Since these exercises will be difficult to interpret from
conventional tables, a more graphic representation of the
data is suggested. "Progress charts" on the following lines
can be drawn from the information contained in the
cross-tabulations.

Table 6.2: Basis for Progress Chart

GRANDFATHERS FATHER'’S RESPONDENT’ S
CLASS CLASS CLASS
% % %
NON-MANUAL - :
NON- -
MANUAL
- MANUAL
100 100 100

The movement from class of origin of the children of manual
worker fathers can then be depicted in the same way.
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The extent of social mobility between generations will be
clearly seen if the findings from the following exercises are
formulated in this way. The format can also be adapted for
the next section on intra-generational mobility.

Exercise 6.3:

Is mother’s occupational class an important factor in
inter-generational class stability? Crosstabulation of
occupational class by mother’s class at start of pregnancy
(MACLS58) and in 1974 (MACLS74) will show the difficulty of
measuring occupational class for women, particularly since
the nature of women’s work and participation in the labour
market has changed over time.

What are the difficulties about doing an analysis similar to
that in Exercise 6.1 among women, comparing their own
occupational class with that of their mothers? Many mothers
will not have been employed at the start of their pregnancy,
or in 1974, and the analysis will therefore show many missing
values for mother’s occupational class. One way of dealing
with these is to incorporate them into the table - if you
wish to do this, include OPTION 7 in your SPSS-X program.

SELECT IF (SEX EQ 2)
RECODE MACLS74 MACLS58 (1,2=1) (3,4=2) (5,6=3)/
VALUE LABELS MACLS74 MACLS58 1 ‘HIGHER’
2 "INTERMEDIATE’
3 ‘LOWER’/
CROSSTABS CLASS by MACLS74/ CLASS BY MACLSS58/
OPTIONS 4 7

Consider the difficulties of comparing a daughter without
children, with their mother who has by definition had
children. What is an analysis likely to show - try it and
see.

Consider also the changing nature of women’s employment over
the last few decades. 1Is a comparison of the daughter’s
occupational class with that of her mother’s occupational
class in 1958 valid, or will historical trends make results
. difficult to interpret?
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7.  INTRA-GENERATIONAL MOBILITY

Intra-generational mobility refers to the extent to which
individiduals can improve their class positions during their
life time, through work careers. An examination of the
structure of the class system therefore needs to see how open
the structure is to this kind of class movement. Again, the
changing occupational class structure over time needs to be
taken into account when doing these exercises, so that
intragenerational mobility is not confused with structural
change.

These exercises examine the work-route to upward mobility of
the working class, and the "counter-mobility" of the middle
class. Counter-mobility (Goldthorpe, 1980) is the phenomenon
whereby many of the less educationally successful sons and
daughters of middle class parents manage to regain their
class of origin through work routes, after initial downward
mobility (inter-generationally) on entry into the labour
market. Unless class of origin is controlled for, the
counter-mobile are therefore likely to be confused with the
upwardly mobile working class, and the openness of the class
structure might thus be over-estimated. Counter mobility is
not so much upward mobility (reflecting openness) as class
reproduction (Jones, 1987b).

Measurement of the extent to which people are
intra-generationally mobile gives an indication of the
chances of improving one’s class position through work as
well as, or instead of, through education.

Research Questions

To what extent can occupational class change through . -.
work-life or intra-generational mobility? Is social mobility
achievable through work routes as well as educational ones,
especially for those with low educational achievements? 1In
other words are work routes to upward mobility equally
available to all those who are not educationally successful,
regardless of class of origin?

Variables Needed:

SEX Sex of respondent ,

CHILDREN Number of respondent’s children

YCLASS "Youth Class" - a longitudinal class measure
(see notes)

CLASS Occupational Class at 23 years

CLASS1 Occupational Class in first job
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PACLASS
PACLS74
PACLS69
PACLS6S
PACLS58
MACLS74
MACLSS58
1958

SAMEMAPA

FETRAP

Father’s
Father'’s
Father’s
Father’s
Father’s

Occup Class
Occup Class
Occup Class
Occup Class
Occup Class

in
in
in
in
in

1974 or 1969
1974
1969
1965
1958

Mothers occupational class in 1974

Mother’s occupational class at pregnancy in

With own parents in 1965,
Further education,

Suggested Analysis

Exercise 7.1:

1969 and 1974

Training or Apprenticeship

This first exercise examines the intra-generational mobility
among the cohort members between their first job and their

current job.
mobility of women,

Since having children is likely to affect the
as Exercise 4.3 showed, it is advisable to

restrict the analysis to respondents without children.

Simple analysis of respondent’s class in first job and
current class will reveal the extent to which young people
are downwardly mobile on entry into the labour market, but
make up ground through occupational careers.

SELECT IF (CHILDREN EQ 0)
CROSSTABS CLASS BY CLASS1 BY SEX

OPTIONS 4

Do men and women have equal rates of upward mobility through

work?

Examine the gender differences in upward mobility within

different classes.

Examine also intra-gender differences:

who are the upwardly mobile through work?

Exercise 7.2:

Is there a link between inter-generational mobility and

intra-generational mobility.

The second may sometimes be

needed in addition to the first as a means of class

continuation.

The relationship between inter-generational

and intra-generational mobility can be identified in the
"counter-mobility" of some of the middle class.
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SELECT IF (SEX EQ 1)

RECODE CLASS CLASS1 PACLASS (1,2,3=1) (4,5,6=2)

VALUE LABELS CLASS CLASS1 PACLASS 1 ’‘NON-MANUAL’
2 ’'MANUAL’ '

CROSSTABS CLASS BY CLASS1 BY PACLASS

OPTIONS 4

Then do the same for women:
SELECT IF (SEX EQ 2)

From the data in the resulting tables, draw charts (one for
men and one for women) showing the trajectory from class of
origin to current occupational class (this can be a variation
of the table illustrated for Exercise 6.2 with columns for
Father’s Class, Class in First Job, and Class in Current
Job). You can measure downward mobility from father’s class
to first occupational class and then see the extent to which
later intra-generational mobility can make up for any initial
downward inter-generational mobility.

Since the exercise, for the sake of simplicity involves
dichotomised occupational class for women along
manual/non-manual lines, results for women will not be as
clear as those for men. 1In particular, women will appear to
be more often upwardly mobile inter-generationally. You may
wish to consider different ways of measuring and
dichotomising women’s occupational class. For example,
income could be taken into consideration as a means of
dividing women in non-manual work, so that poorly paid
non-manual workers are classed with women in manual work.

Exercise 7.3:

The following analysis will make use of a longitudinal class
variable, which categorises young people according to their
class trajectories from class of origin, through their age at
leaving continuous full-time education, to their occupational
class in their first job, and finally their current
educational class. Those who have been socially mobile both
inter—-generationally and intra-generationally can thus be
identified (Jones, 1987b).

The "Youth Class"™ variable was derived from a class
trajectory chart similar to the one you may have just
completed. It classifies people according to the following
categories:
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1 Stable Middle Class

comprising those of middle class backgrounds who appear to
move directly into non-manual work (reflecting the effect of
class origins and education);

2 Education-Mobile Working Class
those of working class backgrounds who achieve upward
mobility into non-manual work through full-time education;

3 Counter-Mobile Middle Class

those of middle class backgrounds who enter manual work (or,
in the case of women, low-grade non-manual work), and later
retrieve their class positions through work mobility, or a
combination of work and education routes;

4 Work-Route Working Class
those from working class families who achieve upward
mobility, through work rather than education routes;

5 Downwardly-Mobile Middle Class

middle class early education-leavers who enter manual work,
some of whom will become counter-mobile in time, while some
will remain downwardly mobile;

6 Stable Working Class

those from working class backgrounds who are early school
leavers, move into manual work and are unlikely to be
upwardly mobile.

The work route to upward mobility of the working class, or
"counter-mobility" of the middle class could be identified in
the last exercise. How is mobility through work route
achieved? Some of the work-related routes to upward
intra-generational mobility (further education,
apprenticeship, and training since leaving school) can now be
examined with the variable FETRAP. Can they be seen as
routes to upward mobility, and if so, is access to them
shared? Who does what?

CROSSTABS FETRAP BY YCLASS BY SEX
OPTIONS 4

Exercise 7.4:

The NCDS contains information about parents as well as about
the cohort themselves, so it is possible to extend the
analysis of intra-generational mobility by examining how the
class career of the respondents’ fathers have developed over
time. The occupational class mobility of the respondent’s
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father over a period of 16 years could be examined, using his
occupational class in 1958, 1965, 1969 and 1974.
Intra-generational mobility can thus be examined at four
points in the father’s life course.

The following exercise examines intra-generational mobility
of fathers over 8 years, between 1965 and 1974. Fathers are
likely to be at their most occupationally stable during the
family building years in their lives, and this is why most
studies of social mobility study men between 25 and 50 years
of age. The analysis will show the extent to which upward
mobility through work careers occurred for the fathers of the
NCDS cohort.

It is important first to ensure that the father figure has
not changed over time, and that for each respondent, the same
father is being referred to in the data. The variable
SAMEMAPA is therefore needed here, so that we can be sure we
are reconstructing the class careers of the same father
throughout.

SELECT IF (SAMEMAPA EQ 1)

RECODE PACLS74 PACLS69 PACLS65 (1,2,3=1) (4,5, 6=2)

VALUE LABELS PACLS74 PACLS69 PACLS65 1 ‘NON-MANUAL’
2 'MANUAL’

CROSSTABS PACLS74 BY PACLS69 BY PACLS6S

OPTIONS 4

8. HOUSING

Housing tenure is sometimes used in sociology research as an
indicator of social class. It has also been considered as a
dimension of stratification in itself (the notion of "housing
class"). Both approaches are problematic. In the following
exercises, we shall be looking at housing as an outcome of
social stratification rather than as a dimension of it, and
will see the effect of a further variable, marital status, on
housing outcomes.

Just as the labour market and the industrial structure have
affected occupational class distributions over time, so the
changing housing market has affected housing tenure. The
post-war period saw an increase in public sector rented
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housing, particularly in the 1950s and 1960s. Overlapping
with this trend has been a decrease in the amount of private
rented housing available. The three tier structure of
home-ownership, private rented tenancy and council tenancy
has largely given way to a two tier structure which omits the
private rented sector. In recent years, government policies
of encouraging the public to buy property and councils to
sell their housing stock, is leading to a housing market
which provides ever more limited choice.

Research Questions

The notion of housing class can be examined, as well as the
relationship between housing tenure and occupational class.
The exercises will provide arguments for and against using
tenure instead of occupational class as a measure of
inequality.

The idea of "housing careers", equivalent to "class careers"
can be assessed, but the difficulty of identifying a housing
career in the context of overall changes in the housing
market should be considered.

Perhaps the most important issue here is the extent to which
tenure has become less associated with class over time, as
more of the working class become home owners.

Variables Needed:

HOH Relation to Head of Household
TENURE Current tenure

TENURE1 First tenure on first leaving home
PTEN74 Parents’ tenure in 1974

PTEN69 Parents’ tenure in 1969

PTEN65 Parents’ tenureinl965

MARITAL Marital Status

CLASS Occupational Class at 23 years
PACLS65 Fathers’ occupational class in 1965
PACLS69 Fathers’ occupational class in 1965
PACLS74 Fathers’ occupational class in 1974
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Suggested Analysis

Exercise 8.1:

This exercise examines the housing careers of the family of
origin and will show both the housing careers of the parents,
and housing trends. The results will show the difficulty of
separating age and housing trend effects.

First, recode the tenure variables into the following
categories:
1) Owned 2) Rented.

RECODE PTEN6S PTEN69 PTEN74 ( =1) ( =2)
VALUE LABELS PTEN65 PTEN69 PTEN74

1 "OWNED’ 2 'RENTED’
CROSSTABS PTEN74 BY PTEN69 BY PTENG6S
OPTIONS 4

The easiest way to examine the housing careers of parents
from 1965 to 1974 will be to draw career paths in the same
way as class trajectories. How have housing trends changed
over the years?

Exercise 8.2:

Try an analysis by PACLASS too, to see to what extent
homeownership has increased among the working class over
time. You can either re-do the above analysis controlling
for PACLASS, or relate tenure to occupational class at the
time, as follows:

First, you may wish to recode tenure into three categories,
homeownership, private rented and public rented, so that you
will see not only the increase in ownership, but also the
decrease in the private rented sector over time.

RECODE PTEN65 PTEN69 PTEN74 ( =1) ( =2) ( =3)/
PACLS6S PACLS69 PACLS74 (1,2,3=1) (4,5,6=2)/
VALUE LABELS PTEN65 PTEN69 PTEN74
1 "OWNED’ 2 ’'PRIVATE RENT’ 3 ’‘PUBLIC RENT’/
PACLS65 PACLS69 PACLS74
1 "NON-MANUAL’ 2 ‘MANUAL’/
CROSSTABS PTEN65 BY PACLS65/
PTEN69 BY PACLS69/
PTEN74 BY PACLS74/
OPTIONS 4
STATISTICS 1 2
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This exercise will show the changing relationship between
tenure and occupational class over time.
Exercise 8.3:

Gender and class differences in tenure are reduced in young
adulthood because of the patterns whereby the working class
and women of all classes are likely to marry earlier than
middle class men (Jones, 1987). 1In young adulthood, women
are more likely than men to be home owners, and similarly the
class differentials are small.

Among the NCDS cohort, some have moved away from their
parents and are householders in their own right. Their
tenure is more likely to be associated with their current
occupational class than in the case of young people living in
their parent’s home. Analyse their tenure in their homes at
23 years.

RECODE HOH (2,3=1)

SELECT IF (HOH EQ 1)

CROSSTABS TENURE BY SEX/
TENURE by CLASS/

OPTIONS 4

Exercise 8.4:

To what extent, then, is homeownership in young adulthood
associated with marital status rather than occupational
class? The exercise shows differences according to the
marital circumstances of members of the NCDS cohort. The
importance of marital circumstances as an independent
variable in housing analysis, especially among this age
group, is brought to light, while the use of tenure as an
indicator of inequality in youth is questioned.

RECODE HOH (2, 3=1)
SELECT IF (HOH EQ 1)
RECODE TENURE ( =1) ( =2)/
CLASS (1,2,3=1)(4,5,6=2)/
VALUE LABELS TENURE 1 ‘OWNED’ 2 ‘RENTED’/
CLASS 1 ’'NON-MANUAL’ 2 ‘MANUAL’
CROSSTABS TENURE BY CLASS BY MARITAL BY SEX

Exercise 8.3:

Does housing tenure follow inter-generational patterns in the
same way as occupational class? The following exerice is
restricted to those in the cohort who have been married, and

30



compares their marital housing circumstances with the
parental homes they have left.

SELECT IF (MARITAL EQ 2)

RECODE TENURE PTEN74 ( =1) ( =2)/

VALUE LABELS TENURE PTEN74 1 ‘OWNED’ 2 ‘RENTED’/
CROSSTABS TENURE BY PTEN74

OPTIONS 4

Exercise 8.4:

Finally, in this analysis of housing circumstances and
trends, we will examine housing "careers" to date of the
cohort, among those who are householders, rather than living
with parents or other relatives.

RECODE HOH (3,2=1)

SELECT IF (HOH EQ 1)

RECODE TENURE ( =1) ( =2)/

VALUE LABELS TENURE 1 ‘OWNED’ 2 ‘RENTED’/
CROSSTABS TENURE BY TENURE1l

OPTIONS 4

Is there any evidence of a progression to "better"
accommodation in the early housing careers of the NCDS
cohort?

9 CLASS IDENTIFICATION

The subjective area of class identification cannot easily be
examined with survey data. Nevertheless it is important to
see to what extent social relationships may be associated
with class. The NCDS allows examination of two outcomes of
class, which give some indication at least of class
identification. These are voting behaviour and trade union
membership.

Research Questions

The question, then, is to what extent does occupational class
affect voting and trade union membership? Can the notion of
class trajectory, operationalised in the variable YCLASS, be
seen as a more effective indicator of class identification?
What are the gender differences?
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Variables Needed

SEX Sex of Respondent

CLASS Occupational Class at 23 years
YCLASS Respondent’s Class Trajectory
VOTING How voted in 1979 General Election

TRADEUN Trade Union or Staff Association member
Suggested Analyses

Exercise 9.1: Voting Behaviour

To what extent is Labour party voting associated with
occupational class? 1Is the voting behaviour of women as
closely associated with their occupational class as that of
men?

Two indicators of class are compared here; current
occupational class, and a longitudinal measure of class
describing the class trajectory. Since the General Election
took place in 1979 and the Current Occupational Class is
measured in 1981, then a longitudinal measure of class may
reflect with greater accuracy the respondent’s class position
in 1979. You may wish to recode variables at the start of
the exercise. .

CROSSTABS VOTING BY CLASS BY SEX/
VOTING BY YCLASS BY SEX/
OPTIONS 4

Exercise 9.2: Trade Union Membership

The NCDS Respondents were asked in 1981 whether they had ever
been members of a Trade Union or Staff Association. To what
extent is membership likely to be associated with class,
measured either at 23 years or longitudinally. What are the
gender differences?

Again, you may wish to recode variables at the start of the
exercise.

CROSSTABS TRADEUN BY CLASS BY SEX/

TRADEUN BY YCLASS BY SEX/
OPTIONS 4
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11 A NOTE ON SPSS-X

The standard data set is supplied as an SPSS-X Version 2.2
system file with labels attached to each variable.

Each exercise contains clear SPSS-X instructions. 1In
addition, students will need to know how to access the system
file on their institution’s computer system. This will
probably involve adding FILE HANDLE and GET FILE commands to
the instructions given.

If different or more complex analyses are required, it is
recommended that the student reads the SPSS-X Manual. The
exercises suggested in the text use only the simplest
computing techniques. These are briefly explained below in
relation to the SPSS-X instructions needed for Exercise

Example SPSS-S File

SELECT IF (CHILDREN EQ 0)

RECODE EARNINGS ( THRU =1) ( THRU =2)/
WORKHRS (1 THRU 29=1) (30 THRU HI=2)/

VALUE LABELS EARNINGS 1 ' * 2 ' "/
WORKHRS 1 ’PART-TIME’ 2 ‘FULL-TIME’/

CROSSTABS EARNINGS BY SEX BY WORKHRS

OPTIONS 4

STATISTICS 1 2

SELECT IF - This optional instruction allows you to select a
subset of cases. In the example, only respondents without
children were selected. "EQ" (equal to) is a logical
operator. Other logical operators, such as "NE" (not equal
to) can be used in the same way.

RECODE - Variables can be recoded into fewer categories than
are held in the full data, for clearer analysis. Any number
of variables can be recoded as above, but where a string of
variables are recoded differently, a backslash "/" is needed
in the SPSS-X instructions. If two or more variables are to
be recoded in the same way (in some Exercises, CLASS and
PACLASS for example) the variables to be recoded can be
listed together, with a space between each variable, and
followed with the recode specification:

e.g. RECODE CLASS PACLASS (1,2,3=1) (4,5, 6=2)

Continuations to the RECODE line can start anywhere except in
Column 1 on the screen.
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VALUE LABELS - These are optional, and for human benefit
only. The data set already contains value labels for each
variable. However, you may like to revise the value labels
of variables you have recoded (EARNINGS and WORKHRS in the
example), so that tables can be more easily read.

CROSSTABS - The CROSSTABS instruction is followed by the
Dependent Variables, then the Independent Variable(s). Where
several crosstabulations are needed, each is followed by a
backslash "/", so that SPSS-X can identify the end of the
instruction. In the example, EARNINGS is the Dependent
Variable.

OPTIONS - The SPSS-X Manual gives all the Options available.
Only three are used here: Option 4 causes the column
percentages to be produced in tables; Option 16 produces
Standardised Residuals from a model of no association; Option
7 causes Missing Values to be included in the Tabulation.

STATISTICS - Many statistics are available. Try adding
STATISTICS ALL

to the end of one of the exercises. The most useful
statistics, which you may wish to obtain for several of the
exercises are numbers 1 CHI-SQUARED and 2 PHI for 2 by 2
Tables and CRAMER’S V for larger tables. See Norusis (1983)
for further information.
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12 ALPHABETICAL LIST OF VARIABLES

Variable names and Labels are given with a brief explanation
and their position in the Codebook.

CHILDREN

CLASS

CLASS1

EARNINGS

EDLAGE

EMPSTAT

FETRAP

HIGHQUAL

HOH

MACLS58

MACLS74

MARITAL

MEDLAGE

(30)

(3)

(2)

(13)

(16)

(15)
(20)

(19)

(26)

(9)
(10)
(29)

(18)

Whether Has Children
Whether respondent has children at 23 years

Occupational Class at 23 years
Occupational Class of respondent in current or
last job at 23 years

Occupational Class in first job

Occupational Class of respondent in first job.
This could be the same as the current job
where the respondent has only had one job

Respondent’s Hourly Income
Gross hourly income in current or last job

Age in years left F-T cont education

Age respondent left full-time continuous
education.

Employment Status

Further education, training or apprenticeship
Whether respondent received post-school further
education, training or apprenticeship

Highest educ qualification at 23

Highest educational qualification of respondent
by 23 years

Relationship to HOH
Relationship of respondent to head of household

Mother’s occupational class in 1958
Mother’s occupational class at start of
pregnancy in 1958

Mother’s Occupational Class in 1974

Marital Status
Marital status of respondent at 23 years

Age mother left full-time education
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MGFCLASS (11)

PACLASS (4)

PACLSS58  (5)
PACLS65 (6)
PACLS69  (7)
PACLS74  (8)
PEDLAGE (17)

PGFCLASS (12)

PTENG65 (23)

PTENG69 (24)

PTEN74 (25)

SAMEMAPA (28)

SEX (27)

TENURE (21)

TENURE1 (22)

TRADEUN (32)

MGF’s Occupational Class
Maternal Grandfather’s occupational class when
mother left school

Father’s Occupational Class 1974 or 1969
Father’s occupational class in 1974, or earlier
if 1974 data missing

Fathers’ occupational class in 1958

Fathers’ occupational class in 1965

Fathers’ occupational class in 1965

Fathers’ occupational class in 1974

Age father left full-time education

PGF’s Occupational Class

Paternal Grandfather’s Occupational Class when
father left school

Parents’tenure in 1965

Parents’ tenure in 1969

Parents’ tenure in 1974

With own parents in 1965, 1969 and 1974
Whether respondent has been with the same
parents at each Sweep of the NCDS

Sex of Respondent

Current tenure

Current tenure of respondent. Where the
respondent is living with family or friends,
this variable refers to the tenure of the Head
of Household

First tenure on first leaving home

First tenure of respondent after leaving the
parental home

Trade Union or Staff Association member

Is the respondent a member of a trade union or
staff association?
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VOTING (31) How voted in 1979 General Election

WORKHRS (14) Hours of Work
Hours of work in current job

YCLASS (1) "Youth Class" - a longitudinal class measure.
See notes in text.
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TENURE1 FIRST TENURE ON FIRST LEAVING HOME

VALID CUM
VALUE LABEL VALUE FREQUENCY PERCENT PERCENT PERCENT
OWNER OCCUPIED 1.00 359 18.0 24.7 24.7
COUNCIL RENTED 2.00 111 5.6 7.6 32.4
HOUSING CHARITY 3.00 27 1.4 1.9 34.2
PRIVATE RENTED 4.00 211 10.6 14.5 48.8
SHARE WITH KIN 5.00 134 6.7 9.2 58.0
SHARE WITH OTHERS 6.00 163 8.1 11.2 69.2
OTHER 7.00 447 22.4 30.8 100.0
-9.00 548 27.4  MISSING
TOTAL 2000 100.0 100.0
VALID CASES 1452 MISSING CASES 548
PTEN6S PARENTS’ TENURE IN 65
VALID CUM
VALUE LABEL VALUE FREQUENCY PERCENT PERCENT PERCENT
OWNER OCCUPIED 1.00 753 37.7 44.0 44.0
COUNCIL RENTED 2.00 688 34.4 40.2 84.2
PRIVATE RENTED 3.00 184 9.2 10.8 95.0
OTHER 4.00 86 4.3 5.0 ° 100.0
-9.00 289 14.5 MISSING
TOTAL 2000 100.0 100.0
VALID CASES 1711 MISSING CASES 289
PTEN69 PARENTS’ TENURE IN 69
, VALID CUM
VALUE LABEL VALUE FREQUENCY PERCENT PERCENT PERCENT
OWNER OCCUPIED 1.00 824 41.2 48.5 48.5
COUNCIL RENTED 2.00 701 35.1 41.3 89.8
PRIVATE RENTED 3.00 103 5.2 6.1 95.8
OTHER 4.00 71 3.6 4.2 100.0
-9.00 301 15.1 MISSING
TOTAL 2000 100.0 100.0
VALID CASES 1699 MISSING CASES 301
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HIGHQUAL HIGHEST EDUCATIONAL QUAL AT 23

VALID CUM
VALUE LABEL VALUE FREQUENCY PERCENT PERCENT PERCENT
DEGREE 1.00 225 11.3 11.3 11.3
OTHER HIGHER QUALIFI 2.00 185 9.3 9.3 20.5
5 O LEVELS TO 2 A L. 3.00 582 29.1 29.1 49.6
LESS THAN 5 O LEVELS 4.00 478 23.9 23.9 73.5
NO QUALIFICATIONS 5.00 530 26.5 26.5 100.0
TOTAL 2000 100.0 100.0
VALID CASES 2000 MISSING CASES 0
FETRAP FURTHER EDUCATION OR TRAINING
~ VALID CUM
VALUE LABEL VALUE FREQUENCY PERCENT PERCENT PERCENT
NO EDUC-TRAING-APP 0.0 579 29.0 29.0 29.0
JUST APPRENTICE 1.00 282 14.1 14.1 43.1
APPRENTICE + TRAING 2.00 62 3.1 3.1 46.2
APPRENTICE + EDUC 3.00 59 3.0 3.0 49.1
APPRENT + TRNG + EDU 4.00 15 .8 .8 49.8
JUST TRAINING 5.00 313 15.7 15.7 65.5
TRAINING + EDUC 6.00 202 10.1 10.1 75.6
JUST EDUCATION 7.00 488 24.4 24.4 100.0
TOTAL 2000 100.0 100.0
VALID CASES 2000 MISSING CASES 0
TENURE CURRENT TENURE
VALID CUM
VALUE LABEL VALUE FREQUENCY PERCENT PERCENT PERCENT
OWNER OCCUPIED 1.00 602 30.1 31.1 31.1
COUNCIL RENTED 2.00 . 244 12.2 12.6 43.7
HOUSING CHARITY 3.00 43 2.2 2.2 45.9
PRIVATE RENTED 4.00 192 9.6 9.9 55.8
SHARE WITH KIN 5.00 730 36.5 37.7 93.5
SHARE WITH OTHERS 6.00 42 2.1 2.2 95.7
OTHER 7.00 84 4.2 4.3 100.0
-9.00 63 3.2 MISSING
TOTAL 2000 100.0 100.0
VALID CASES 1937 MISSING CASES 63
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EDLAGE AGE LEFT FT CONT EDUC

VALUE LABEL VALUE FREQUENCY
15.00 28

16.00 1222

17.00 203

18.00 245

19.00 47

20.00 22

21.00 110

22.00 83

23.00 37

-9.00 3

TOTAL 2000
VALID CASES 1997 MISSING CASES 3

PEDLAGE AGE FATHER LEFT FT EDUCATION

VALUE LABEL VALUE FREQUENCY

15 YEARS & UNDER 1.00 842
OVER 15 YEARS 2.00 598
-9.00 560
TOTAL 2000
VALID CASES 1440 MISSING CASES 560
MEDLAGE AGE MOTHER LEFT FT EDUCATION
VALUE LABEL VALUE FREQUENCY
15 YEARS & UNDER 1.00 718
OVER 15 YEARS 2.00 740
=-9.00 542
TOTAL 2000
VALID CASES 1458 MISSING CASES 542
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